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We measured the electrical resistivity of iron and iron-silicon alloy to 100 GPa. The resistivity of iron was
also calculated to core pressures. Combined with the first geophysical model accounting for saturation
resistivity of core metal, the present results show that the thermal conductivity of the outermost core
is greater than 90 W/m/K. These values are significantly higher than conventional estimates, implying
rapid secular core cooling, an inner core younger than 1 Ga, and ubiquitous melting of the lowermost
mantle during the early Earth. An enhanced conductivity with depth suppresses convection in the deep
core, such that its center may have been stably stratified prior to the onset of inner core crystallization. A
present heat flow in excess of 10 TW is likely required to explain the observed dynamo characteristics.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Earth’s magnetic field is re-generated by dynamo action via
convection currents in the liquid metal outer core, which are in
turn driven by a combination of thermal buoyancy associated with
secular cooling (along with possible radioactive heating) and buoy-
ant release of incompatible light alloying components upon inner
core solidification. Prior to the crystallization of an inner core, if
thermal buoyancy alone drives convection, then the power for
maintaining a geodynamo must be in excess of the heat conducted
down the isentropic gradient that develops in the presence of con-
vection, placing tight constraints upon the core’s thermal evolution
(Stevenson, 2003; Labrosse, 2003).

Electrical conduction in metals is impeded by coupling between
mobile electrons and the atomic lattice, a process that also domi-
nates heat transfer in metals. This link between electrical resistiv-
ity and the electronic contribution to thermal conductivity of
metallic iron is expressed through the Wiedemann–Franz law,
k = 1/q � L � T, where k is the thermal conductivity, q is the electri-
cal resistivity, L is the Lorentz number (L = 2.44 � 10�8 W X/K2),
and T is the absolute temperature (Anderson, 1998; Poirier,
2000). While it is a lower bound, this relation provides a good esti-
mate of the total thermal conductivity of metals because other heat
transport mechanisms are thought to be small in comparison to
electronic heat transport. The effects of pressure, temperature,
and impurities on metal resistivity are, however, still poorly con-
strained by experiments (Stacey and Anderson, 2001; Stacey and
Loper, 2007; Bi et al., 2002; Keeler and Mitchell, 1969; Matassov,
1977), although many recent theoretical predictions have been
proposed (Sha and Cohen, 2011; de Koker et al., 2012; Pozzo
et al., 2012; Pozzo et al., 2013). The resistivity of iron has been
examined by static experiments only to �40 GPa (Balchan and
Drickamer, 1961; Reichlin, 1983), while the core is subject to pres-
sures of more than 135 GPa.

In this study, we measured the electrical resistivity of pure Fe
and Fe–Si alloy (3.90 at.% Si) to 100 GPa in a diamond-anvil cell
(DAC). The resistivity of iron was also calculated to core pressures
based on density-functional theory. In addition to the impurity
resistivity and temperature effects described by the Bloch–Grünei-
sen formula, we consider the effect of resistivity saturation in the
estimates of core resistivity (see Appendix A). While the saturation
of metal resistivity is well known in metallurgy, it has never been
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included in the geophysical modeling of core metals. The thermal
conductivity of the core, calculated from present estimates of the
electrical resistivity with the Wiedemann–Franz law, yields much
higher values than conventional estimates (Stacey and Anderson,
2001; Stacey and Loper, 2007) but are generally consistent with
those recently predicted by theoretical calculations (de Koker
et al., 2012; Pozzo et al., 2012, 2013). We also discuss implica-
tions for the possibility of a thermal stratification of the core
and its thermal evolution with an approach rather different from
these previous studies, based on global energy and entropy
balances.
2. Methods

2.1. High-pressure resistivity measurements

The electrical resistivity was measured at high pressure in a
DAC with flat 300 lm or beveled 200 lm culet diamonds. Foils of
iron (99.99% purity) and iron–silicon alloy (3.90 at.% Si) with initial
thickness of �10 lm were used as samples. Pressure was deter-
mined from the Raman spectrum of the diamond anvil at room
temperature (Akahama and Kawamura, 2004). The sample resis-
tance was obtained by the four-terminal method under a constant
DC current of 10 mA with a digital multi-meter (ADCMT 6581),
which avoids contributions from the electrical leads and contact
resistance (Fig. 1). We used gold and iron foils as potential leads
in runs #1, 2 and #3, 4, 7, respectively. They were connected with
the iron sample by means of spot welding in run #3, 4. For iron-sil-
icon alloy experiments (run #5, 6), the potential leads and sample
were prepared as a single foil. A layer of Al2O3 electrically insulated
the sample from the rhenium gasket.

A heating experiment (run #7) was also conducted to 383 K at
65 GPa in a muffle furnace, in order to verify the validity of the
Bloch–Grüneisen law at high pressure. Temperature was measured
100 µm

Re-gasket

potential leads

potential leads
diamond anvil

sample foil

current path

insulator (Al2O3)

Fig. 1. Configuration of the sample and electrodes for electrical resistivity
measurements in a diamond-anvil cell. Electronic current passed through the
sample foil. Voltage was measured between two potential leads, which gave
electrical resistance from Ohm’s law. Note that the four-terminal method was used
to avoid contributions from electrical leads and contact resistance.
by a thermometer, which was placed very close to the sample. The
Bloch–Grüneisen formula describes the effect of temperature on
resistivity for a given volume:

qFeðV ; TÞ ¼ BðVÞ T
HDðVÞ

� �5 Z HDðVÞ=T

0

z5dz
ðexpðzÞ � 1Þð1� expð�zÞÞ

ð1Þ

where B(V) is a material constant and HD(V) is the Debye tempera-
ture (Dewaele et al., 2006). It predicts that the change in resistivity
is proportional to T5 at low temperature (T < �0.2HD) and to T at
high temperature (T > �0.3HD), as demonstrated for hcp iron at
22 GPa (Jaccard et al., 2002).

We collected the room-temperature resistance data with
decreasing pressure, because the shape and size of the sample
and electrodes did not change appreciably during decompression.
At the end of each run, the sample resistance was measured at zero
pressure. The resistivity (q) is estimated from the measured resis-
tance (R) and sample geometry that is defined by the width (w) and
length (l) between the electrodes and the thickness (h) of the iron
sample:

q ¼ R
w
l

h ð2Þ

If the sample geometry changes isotropically by bulk elastic
deformation,

l ¼ l0
V
V0

� �1
3

; w ¼ w0
V
V0

� �1
3

; h ¼ h0
V
V0

� �1
3

ð3Þ

where V is the volume (subscript zero indicates the value at 1 bar).
Eq. (2) is thus rewritten:

q ¼ q0
V
V0

� �1
3 R

R0
ð4Þ

using the known resistivity q0 at ambient conditions, 1.00 � 10�7

and 3.61 � 10�7 X m for pure Fe and Fe(+3.90 at.% Si), respectively.
The volume of iron is taken from the equation of state (Dewaele
et al., 2006).

Errors in the present measurements consider two extreme cases
of anisotropic deformation. If the geometry changed only along the
compression axis (volume change was proportional to the change
in thickness):

l ¼ l0; w ¼ w0; h ¼ h0
V
V0

� �
ð5Þ

therefore,

q ¼ q0
V
V0

� �
R
R0

ð6Þ

which gives a lower bound for the measured resistivity. Similarly,
assuming that the geometry changed only in the radial direction
(constant thickness):

l ¼ l0
V
V0

� �1
2

; w ¼ w0
V
V0

� �1
2

; h ¼ h0 ð7Þ

which gives an upper bound upon the sample resistivity:

q ¼ q0
R
R0
: ð8Þ
2.2. First-principles calculations

The electrical resistivity of hcp iron was computed from the
electron–phonon coupling (EPC) matrix constructed from the elec-
tronic wave functions close to the Fermi level, phonon bands, and a
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self-consistent deformation potential. All the calculations were
based on the density-functional theory (Kohn and Sham, 1965)
and the density-functional perturbation theory (Baroni et al.,
2001; Gonze et al., 2005) in the ABINIT implementation (Gonze
et al., 2002, 2009) with a plane wave basis. In our simulations,
we used Troullier–Martins-type pseudo-potentials, a grid of
20 � 20 � 16 k-points to sample the electron density and a
4 � 4 � 4 q-point grid for the phonons (Monkhorst and Pack,
1976) and a kinetic energy cutoff of 35 Hartree (1 Har-
tree = 27.2116 eV). The EPC formalism was developed by Savrasov
and Savrasov (1996) and independently implemented in ABINIT.
The Boltzmann equations were solved in the lowest order varia-
tional approximation. The calculations are non-spin-polarized
and were realized using the generalized gradient approximation
(Perdew et al., 1996) for the exchange-correlation energy. We per-
form the calculations at 0 K for several volumes, corresponding to
pressures of 40, 80, 120, 200, and 360 GPa.
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3. Results

We measured the electrical resistivity of iron at high-pressure
and room-temperature up to 100 GPa (Fig. 2). A jump in resistivity
around 15 GPa is attributed to a phase transition from body-
centered-cubic (bcc) to hexagonal-close-packed (hcp) structure
(Balchan and Drickamer, 1961). The jump in resistivity at the
bcc–hcp phase transition observed in this study is much larger
than that predicted by Sha and Cohen (2011) but consistent with
the results of earlier static experiments (Balchan and Drickamer,
1961; Reichlin, 1983; Jaccard et al., 2002; Garg et al., 2004). After
the phase change, the resistivity diminishes gradually by a factor
of four with increasing pressure from 20 to 100 GPa.

Extrapolation of present high-pressure data to ambient pres-
sure gives a resistivity for metastable hcp-Fe of 5.1 � 10�7 X m,
in good agreement with 4.4 � 10�7 X m deduced from earlier mea-
surements at 1 bar by Ohno (1971) (Fig. 2), who reported the resis-
tivity of hcp iron–osmium alloy between 5 and 250 K. The
measured resistivity is the sum of a temperature-independent
impurity resistivity and a temperature-dependent phonon-
contributed resistivity that is described by the Bloch–Grüneisen
formula. From Ohno’s data on Fe0.8Os0.2, we calculated the
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Fig. 2. Electrical resistivity of iron as a function of pressure at 300 K. Present DAC
results at high pressure, indicated by circles and diamonds, are consistent with the
resistivity of hcp-Fe at 1 bar deduced from previous measurement on Fe-Os alloy
(open triangle, Ohno, 1971) and shock compression data (closed triangles, Keeler
and Mitchell, 1969). Gray solid and broken lines represent earlier first-principles
calculations of bcc- and hcp-Fe, respectively (Sha and Cohen, 2011). Our present
calculations are shown by the orange dashed line.
phonon-contributed resistivity to be 4.4 � 10�7 X m at 300 K. This
value establishes a lower limit for the resistivity of hcp-iron at 1
bar, because alloying with osmium increases the Debye tempera-
ture, which decreases the phonon term in the resistivity. Our
DAC experimental results are also consistent with shock compres-
sion measurements (Keeler and Mitchell, 1969) (Fig. 2).

Our ambient temperature data is well-fit by the formula:

qðV ;300KÞ ¼ F1 � F2 �
V
V0

� �F3

ð9Þ

where V is the volume derived from the equation of state (Dewaele
et al., 2006), and F1, F2, and F3 are fitting parameters. In the case of
isotropic volume change, we get F1,Fe = 5.26 � 10�9 X m, F2,Fe = 1.24,
and F3,Fe = �3.21 for hcp-iron. Considering the errors arising
from anisotropic deformation of the sample, we obtain
F1,Fe,max = 6.51 � 10�9 X m, F2,Fe,max = 1.21, and F3,Fe,max = �2.85 as
an upper bound, and F1,Fe,min = 3.65 � 10�9 X m, F2,Fe,min = 1.30,
and F3,Fe,min = �4.06 as a lower bound.

A heating experiment was also performed to 383 K at a pressure
of 65 GPa. The measured resistance increased linearly with
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Fig. 3. Temperature dependence of the resistivity at high-pressure. (a) Comparison
of measured electrical resistivity at 65 GPa (blue dots) with calculations based on
the Bloch–Grüneisen law (red solid line). (b) Comparison between the estimates
from the present measurements at 300 K and the Bloch–Grüneisen formula (solid
lines) and the first-principles calculations (broken lines) below 1000 K, where the
saturation resistivity effect is small. All calculations were made under constant
volume corresponding to 80 GPa (green), 120 GPa (orange), 200 GPa (blue), and
360 GPa (purple). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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increasing temperature (Fig. 3a). These data are in good agreement
with the Bloch–Grüneisen law using the reported Debye tempera-
ture HD (Dewaele et al., 2006).

In addition to experiments, we calculated the resistivity of hcp
iron using the electron-phonon coupling from density-functional
theory. Our results are in excellent agreement with the present
measurements above 50 GPa, and the calculated resistivity at core
pressures are consistent with values extrapolated from our exper-
iments using Eq. (9) (Figs. 2 and 3b). Therefore, the decrease in
resistivity with pressure reported here is well-supported by both
direct experiments and theoretical calculations, and supports the
validity of the relationship proposed in Eq. (9).

In order to estimate the effect of alloying components at high
pressure, we also measured the resistivity of Fe+3.90%Si (in atomic
fraction) to 70 GPa at room temperature (Fig. 4). The results dem-
onstrate that the resistivity of the alloy is significantly greater than
that of pure iron at high pressure, and allows us to calibrate a mod-
el for the effect of alloying components.
4. Thermal conductivity of the core

The resistivity of iron alloy at core pressure and temperature is
estimated in this study from (1) resistivity of iron at high pressure,
(2) impurity resistivity of silicon and other light alloying elements,
(3) temperature effect following the Bloch–Grüneisen formula, and
(4) saturation resistivity. Thermal conductivity is then calculated
from the electrical resistivity based on the Wiedemann–Franz law.

4.1. Resistivity of iron

The pressure dependence of the resistivity of iron has been
highly controversial. Recent shock-wave studies (Bi et al., 2002)
and first-principles calculations (Sha and Cohen, 2011) suggested
a simple relation, q / H�2

D . This means that the Bloch–Grüneisen
formula (Eq. (1)) also predicts the pressure dependence of the
resistivity, as the Debye temperature has a volume dependence,
with material constant, B, independent of pressure or volume. On
the other hand, Stacey and Anderson (2001) formulated the rela-
tion as q / H�2

D � V�2=3, considering an extra factor of electron en-
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Fig. 4. Electrical resistivity of pure Fe and Fe-alloy (4 at.% Si) at high pressure and
300 K. Circles (run #1, 2) and diamonds (run #3, 4) are for Fe, and squares (run #5,
6) are for alloy. Errors in resistivity reflect the uncertainty in sample geometry. Solid
and dotted-broken lines represent the fitting curves (Eqs. (9) and (12) for pure Fe
and Fe–Si alloy, respectively). Present first-principles calculations (orange dashed
line) reproduce the experimental results at high pressure. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
ergy at the Fermi surface. Later, Stacey and Loper (2007) derived
q / H�2

D � V�2=3 � N�1, where N is the electron density of states
at the Fermi level, from the new resistivity data (Bi et al., 2002).

While pressure effects on iron resistivity have been examined in
these earlier studies, none of the previously proposed expressions
explain the pressure dependence of resistivity observed in this
study. We therefore fitted our data to the empirical formula ex-
pressed by Eq. (9). The present measurements also indicate that
the material constant B in the Bloch–Grüneisen formula has a vol-
ume-dependence.

Our first-principles results are complementary to those of Sha
and Cohen (2011), focusing on higher pressures (Fig. 2). In the
common range around 40 GPa, we also underestimate the experi-
mental resistivity, but less strongly, and our experimental value
is also somewhat smaller than those of Reichlin (1983) and Balog
and Secco (1999). The important result here is the convergence
of experiment and ab initio results at higher pressure. The rela-
tively high resistivity of hcp Fe at low pressure should reflect mag-
netic fluctuations (Jarlborg, 2002), which is the reason why we find
inconsistency between experiments and theory at 40 GPa (note
that theory considers non-magnetic hcp Fe). The magnetic and
structural fluctuations (e.g., defects, stacking faults) will increase
the resistivity. These complications at low pressures do not
invalidate our high-pressure calculations on non-magnetic hcp
Fe, which agree very well with the room temperature data. At high
pressures where the electronic density of states (DOS) is high, the
residual magnetic fluctuations are suppressed, and electron-
phonon interaction becomes the dominant mechanism governing
the resistivity.

4.2. Resistivity and thermal conductivity of iron-silicon alloy

The ‘‘ideal’’ resistivity of the Fe-alloy is given by ‘‘Matthiessen’s
rule’’ as the sum of resistivity of pure iron (Eq. (1)) and an addi-
tional impurity resistivity:

qidealðV ; TÞ ¼ qFeðV ; TÞ þ
X

i

qiðVÞ � vi; ð10Þ

where element i contributes proportionally to its concentration vi

independently of temperature. However, neither the Bloch–Grünei-
sen formula, nor Matthiessen’s rule, are valid at high resistivity. In-
stead, the observed resistivity of iron-alloys saturates at a universal
value of qsat = 1.68 � 10�6 X m at 1 bar with increasing tempera-
ture or concentration of impurity (Bohnenkamp et al., 2002) (see
Appendix A). With rare exceptions, resistivity saturation occurs in
all transition metals when the mean free path k between electron
scattering events becomes comparable to the inter-atomic distance
x (Gunnarsson et al., 2003). The theoretical constraint k P x is
known as the Ioffe–Regel condition, and establishes a maximum
limit for resistivity in metals called the ‘‘saturation resistivity’’
which is valid over all core temperatures (Milchberg et al., 1988).
Saturation is not sensitive to phase transitions, and also occurs in
liquid metals. Since the saturation resistivity qsat depends on in-
ter-atomic spacing, the effect upon iron can be extended to high
pressures using:

qsatðVÞ ¼ 1:68� ðV=V0Þ1=3 � 10�6ðXmÞ ð11Þ

In the saturation model, the total resistivity is well-described
(Wiesmann et al., 1977) by:

1
qtotðV ; TÞ

¼ 1
qidealðV ; TÞ

þ 1
qsatðVÞ

ð12Þ

In the limit qideal !1, this model yields the observed behavior
q! qsat. Multiplying this equation by L � T gives:

ktot ¼ kideal þ ksat ð13Þ
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The impurity resistivity of silicon, consistent with the saturation
model, can be well-fit by the relation (Fig. 4):

qSiðVÞ ¼ F1 � F2 �
V
V0

� �F3

¼ 3:77� 1:48� V
V0

� ��3:10

� 10�8ðXm=at:%Þ ð14Þ

Considering potentially anisotropic deformation of the sample,
minimum and maximum resistivities of hcp iron–silicon alloy
are obtained from Eqs. (6) and (8), respectively. This gives
F1,Si,max = 6.29 � 10�8 O m/at.%, F2,Si,max = 1.59, F3,Si,max = �3.32, and
F1,Si,min = 2.21 � 10�8 X m/at.%, F2,Si,min = 1.45, F3,Si,min = �3.35 for
Eq. (14).

Earlier static measurements of iron-silicon alloys have been
performed only up to 10 GPa (Bridgman, 1957), while shock-wave
data are available to 140 GPa (Matassov, 1977). Based on this
shock data and Matthiessen’s rule, Stacey and Anderson (2001)
derived the impurity resistivity of silicon in iron to be
2.7 � 10�8 X m/at.%, which is pressure independent. This value is,
however, twice as low as 6.5 � 10�8 X m/at.% from Bridgman’s
static data, possibly due to both pressure and saturation effects.

Because our present experiments did not reach saturation, we
compared the predictions of our model with previous shock com-
pression data on Fe–Si alloys in which the saturation effect is sig-
nificant (Matassov, 1977). The results show that the saturation
model is in good agreement with the experimental data (Fig. 5).

In general, the resistivity of transition metals exhibits a very
minor change upon melting (Cusack and Enderby, 1960; Faber,
1972; Van Zytveld, 1980), which is confirmed by previous large-
volume press experiments on iron up to 7 GPa (Secco and Schloes-
sin, 1989). In the case of transition metals, the mean-free path near
the melting point is very close to its inter-atomic distance, and
therefore the resistivity change is suppressed by the saturation ef-
fect (Mott, 1972). Additionally, the validity of the Wiedemann–
Franz law has been confirmed for liquid iron at 1 bar (Nishi
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previous measurements, particularly for Si concentrations that are relevant for the oute
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et al., 2003). This is consistent with a dominance of heat transport
by electrons, as opposed to lattice phonons, in both the liquid and
solid state. Thus we consider the resistivity of hcp iron to be a good
proxy for the conductivity of liquid iron at core conditions.

Here we estimate the electrical resistivity of the Earth’s core
from Eqs. (9)–(12), and (14). Assuming silicon as a sole alloying
element, the Si content in the outer core is estimated to be 22.5 at.%
to account for the 10% core density deficit (Sata et al., 2010). The
total resistivity of Fe78Si22 is qtot = 1.02(+0.04/�0.11) � 10�6 for
CMB (135 GPa, 3750 K) and 8.20(+0.54/�1.31) � 10�7 X m for
inner core boundary (ICB) (330 GPa, 4971 K) conditions (Table 1).
Application of the Wiedemann–Franz law to such resistivity
values at high pressure and high temperature gives a thermal
conductivity of 90.1(+9.9/�3.5) and 148(+28/�9) W/m/K, respec-
tively. We find that ksat is typically about twice as large as kideal,
which emphasizes the importance of saturation, and most
importantly also limits the influence of any errors in our treatment
of kideal.

4.3. Resistivity and thermal conductivity of other possible iron-alloys
in the core

The exact light element composition of the core is presently un-
known. We therefore approximate the impurity resistivity of other
possible light elements by following the Norbury–Linde rule. While
this rule is not confirmed at conditions of Earth’s core, it is the sim-
plest way to obtain a first estimate for the conductivity of other
alloying components. Norbury (1921) found that the impurity
resistivity of some dilute metallic solid solutions is enhanced with
increasing horizontal distance between the positions of impurity
element and host metal in the periodic table. This implies that
(1) impurity elements in the same group exhibit comparable impu-
rity resistivity and (2) group IV elements have larger impurity
resistivity than group VI elements for iron-based alloys. On the ba-
sis of this relationship, the impurity resistivity of silicon is the
same as that of carbon, because both C and Si are group IV
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Table 1
Electrical resistivity of Fe and Fe–Si alloy at high P–T.

101 GPa 135 GPa 208 GPa 330 GPa
2010 K 3750 K (CMB) 5220 K 4971 K (ICB)

Fe
S & A (theory) 1.22 � 10�6 X m 1.12 � 10�6 X m
B (shock exp.) 6.90 � 10�7 X m 1.31 � 10�6 X m
S & C (first-principles) 5.65 � 10�7 X m 8.84 � 10�7 X m 7.5 � 10�7 X m
This study (DAC exp.) 3.76 � 10�7 X m 5.37 � 10�7 X m 5.52 � 10�7 X m 4.31 � 10�7 X m

Fe78Si22

This study 1.02 � 10�6 X m 8.20 � 10�7 X m

S & A, Stacey and Anderson (2001); B, Bi et al. (2002); S & C, Sha and Cohen (2011).
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elements, and is larger than that of sulfur and oxygen, as both S
and O are group VI elements. Indeed, experiments performed at
ambient pressure have demonstrated that impurity resistivity of
carbon is comparable to that of silicon in bcc iron (Norbury,
1921) and fcc iron (Bohnenkamp et al., 2002). Also, the impurity
resistivity of sulfur is insignificant in bcc iron (Bohnenkamp
et al., 2002). Oxygen plays a minor role compared to sulfur in liquid
copper (Norbury, 1921).

Linde (1932) reported that impurity resistivity for noble metal-
based alloys is proportional to Zi

2, where Zi is the difference in
valence between impurity element and host metal. Mott (1936)
provided an interpretation for Linde’s rule, assuming the impurity
atom to be a point charge Zi � e, where e is the elementary electri-
cal charge. This approximation successfully explains the Zi

2 depen-
dence of the impurity resistivity, implying that the valence
controls the impurity resistivity. Recently, this relationship has
been confirmed by ab initio calculations for sp impurity in non-
magnetic host metal (Mertig, 1999). The magnetic state of hcp Fe
is still controversial, however, ferromagnetism is improbable in
the present case (Nasu et al., 2002). Therefore, we considered Lin-
de’s rule to be valid for hcp iron alloyed with the sp impurity ele-
ments of carbon, sulfur, oxygen, and silicon. The impurity
resistivity of solute i is thus written using the impurity resistivity
of silicon as:

qiðVÞ ¼ qSiðVÞ �
Zi

ZSi

� �2

ðXm=at:%Þ ð15Þ

In spite of the complicated valence of transition metals, we assume
the valence of iron to be eight, and the valence differences are
ZSi = ZC = 4 and ZS = ZO = 2. On the basis of this relationship,
the impurity resistivity of silicon is similar to that of carbon and
larger than sulfur and oxygen. Assuming that Norbury–Linde’s rule
is valid for iron-based alloys, the predicted thermal conductivities
are in the range of 84.2–130 and 136–220 W/m/K at the CMB and
ICB, respectively (Table 2).

These values are indeed substantially higher than recent con-
ventional estimates: 28 W/m/K for CMB and 29 W/m/K for ICB,
proposed by Stacey and Loper (2007). However, if one includes sat-
uration in the estimate of Stacey and Loper (2007), the total con-
ductivity would be similar to our estimate. Resistivity saturation
Table 2
Electrical resistivity (q) and thermal conductivity (j) of iron-alloys.

135 GPa 3750 K (CMB) 330 GPa 4971 K (ICB)

q (X m) j (W/m/K) q (X m) j (W/m/K)

Fe +22.5 at.% Si 1.02 � 10�6 90.1 8.20 � 10�7 148
Fe +30 at.% C 1.09 � 10�6 84.2 8.89 � 10�7 136
Fe +23.2 at.% O 7.30 � 10�7 125 5.72 � 10�7 212
Fe +19.4 at.% S 7.04 � 10�7 130 5.52 � 10�7 220

The concentration of light element is determined to account for density deficit of
the outer core from pure iron by Sata et al. (2010).
also predicts that thermal conductivity must be greater than
60 W/m/K at CMB (Appendix A), which imposes a strong lower
limit (Fig. 6). Our values are also in good agreement with recently
reported first-principles calculations using the Kubo–Greenwood
equation (de Koker et al., 2012; Pozzo et al., 2012, 2013) (Fig. 6
and 7). Such consistency supports the significance of the resistivity
saturation effect, which gives a lower bound for the conductivity of
Fe alloys. Inclusion of other heat transport mechanisms, albeit
small in comparison with the electronic contribution, will only in-
crease the estimate of core thermal conductivity.
5. Thermal structure, dynamics, and evolution of the core

We now consider the implications of the large and depth-
increasing thermal conductivity results for the structure, dynamics
and evolution of the core and deep mantle. The possibility that a
large thermal conductivity of the core could make the heat flow
down the isentropic temperature gradient overwhelm the amount
taken away by mantle convection has been discussed for a long
time. Most earlier studies (e.g., Loper, 1978a,b; Gubbins et al.,
1979; Stevenson, 1983) proposed that the average temperature
profile stays isentropic, implying that the excess heat not removed
by the mantle is instead transported downward by compositional
convection owing to release of light elements from inner core crys-
tallization. On the other hand, Labrosse et al. (1997) and Lister and
Buffett (1998) proposed that the upper part of the core could
 0

 20

 2500  3000  3500  4000  4500  5000  5500

Depth (km)

Fig. 6. Our estimate of the thermal conductivity of Fe77.5Si22.5 alloy (red solid line)
with uncertainties (red broken lines) along an isentropic temperature profile
(Stacey and Davis, 2008) compared with previous first-principles (gray, de Koker
et al., 2012, Fe75Si25; brown, Pozzo et al., 2013, Fe82Si10O8 for upper limit and
Fe79Si8O13 for lower limit) and modeling results (green, Stacey and Anderson, 2001,
Fe65Ni10Si25; blue, Stacey and Loper, 2007, Fe65Ni10Si25) for similar compositions.
The black broken curve indicates the thermal conductivity that corresponds to the
saturation resistivity (see text). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Electrical resistivity of iron at 136 GPa. Red and blue curves are for our
model both with and without saturation, respectively. The gray solid line is from de
Koker et al. (2012), and the brown broken line is from Pozzo et al. (2012). The
vertical broken line is the melting temperature (Alfè et al., 2002b; Anzellini et al.,
2013). Note that our saturation model is consistent with these two recent ab initio
calculations at core temperatures above the melting point. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 8. Profiles of the thermal conductivity in the core (k, blue) and the
corresponding isentropic heat flux density (qS, black). Note that we consider here
the most conservative values of the conductivity obtained in the present study. The
solid lines are for the present time whereas the dashed ones are for the time of the
onset of inner core crystallization. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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develop a stable thermal stratification (i.e., a sub-adiabatic temper-
ature gradient). This possibility has been recently revived by Pozzo
et al. (2012) because of the large value of thermal conductivity
they obtain. Their analysis is based on the paper of Davies and
Gubbins (2011) who computed a buoyancy profile for the core
from conduction solutions. This approach is valid when discussing
the linear stability of the diffusion solution (Kono and Roberts,
2001). However, its application to cases with a stably stratified
layer overlying a strongly non-linearly driven convective region
is questionable. We base our reasoning on different grounds by cal-
culating the energy balance of a suitably defined sub-shell of the
core that allows us to compute the profile of finite amplitude con-
vective heat transfer for an isentropic reference state. Our predic-
tions concerning stably stratified layers in the core also differ
from that of Pozzo et al. (2012), as discussed below.

We do not consider here any compositional stratification (e.g.,
Fearn and Loper, 1981) because, to first order, it should not be
influenced by the thermal conductivity. Of course, thermal
convection acts against compositional stratification and the two
aspects cannot be entirely separated, but treating these questions
requires a fully dynamical model and falls beyond the scope of this
paper.

Fig. 8 shows the thermal conductivity profile for a CMB value of
90 W/m/K and the resulting heat flux density, both for the present
time and at the onset of inner core crystallization. The increase of
the thermal conductivity with depth and the decrease of the isen-
tropic temperature gradient cause the heat flux density to peak at
an intermediate depth. Here we show that this situation implies a
total convective heat flow that can be negative in a region around
the peak value.

Many papers have been devoted to the thermodynamic equa-
tions of the geodynamo and their implications for the thermal evo-
lution of the core (Braginsky, 1964; Gubbins, 1977; Gubbins et al.,
1979, 2003, 2004; Buffett et al., 1992, 1996; Braginsky and Roberts,
1995; Lister and Buffett, 1995; Labrosse et al., 1997, 2001; Labros-
se, 2003; Nimmo et al., 2004; Nimmo, 2007) and only the salient
aspects of the problem will be presented here with a focus on
the implications of the high and depth-dependent thermal conduc-
tivity obtained in this study. Most of the analysis follows more spe-
cifically from the papers of Lister and Buffett (1995), Braginsky and
Roberts (1995) and Labrosse (2003) which we use to show how
profiles for convective heat flow in the core can be computed.

5.1. Reference profiles in the core

Following the approach of Lister and Buffett (1995) and Bragin-
sky and Roberts (1995), each quantity X in the core can be written
as the sum of an average radius- and time-dependent profile Xa(r, t)
and the convective fluctuations Xc around it,

X ¼ Xa þ Xc: ð16Þ

We denote by �X the average of X on the sphere of radius r and
on a timescale long compared to the convective overturn and short
compared to the secular evolution. By definition, �Xc ¼ 0. As in
previous studies, the average state is assumed isentropic and
well-mixed, meaning that the specific entropy s and light element
concentration n have a constant average profile. The convective
fluctuations in all quantities are very small but when multiplied
by the large flow velocity v they contribute significantly to the
global fluxes. In terms of core thermodynamics and compositional
buoyancy source(s), the relevant parameter is the difference in
mass fraction of light elements across the ICB and n must be
understood in that sense. If, as proposed by Alfè et al. (2002a), only
oxygen significantly fractionates by crystallizing the core at ICB
conditions, n can be considered as the difference in mass fraction
of O between the outer core and the inner core.

The specific entropy and mass fraction of light elements being
assumed uniform in the mean state, we can write explicit expres-
sions for the temperature �T � Taðr; tÞ (the isentropic temperature
profile, or isentrope), the density d, the acceleration of gravity g,
the chemical potential la, and the coefficients of thermal and com-
positional expansion a and b. These follow closely from the work of
Labrosse (2003) and are detailed in Appendix B. Each of these pro-
files depends explicitly on radius and can expressed in a polyno-
mial form. The time dependence, in particular for the
temperature and mass fraction of light elements, is linked to the
gradual crystallization of the inner core of radius c(t).

The liquidus temperature TL is assumed to vary linearly with
concentration in light elements and pressure, the latter depen-
dence being assumed to follow Lindemann’s law (Poirier, 2000).
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Expressed as a function of radial position (instead of pressure) and
inner core radius (instead of concentration), this reads

TLðcðtÞÞ ¼ TL0 1� 2 c� 1
3

� �
cðtÞ2

Hcomp
2

" #
þ n0

@TL

@n

� �
P

cðtÞ3

b3 ; ð17Þ

(oTL/on)P being assumed constant. The radius of the core is denoted
by b. The gradual change of concentration in light elements in the
outer core is computed from the integrated version of Eq. (20) (be-
low), which, to leading order, gives:

naðtÞ ¼ n0 1þ cðtÞ3

b3

 !
; ð18Þ

n0 being the initial concentration in light elements, before the onset
of inner core crystallization.

Having expressed the temperature and pressure profiles in the
core, we can compute the thermal conductivity as function of ra-
dius. Instead of using the full expressions discussed in the previous
sections, we consider an approximate expression which depends
linearly on the CMB temperature TCMB (TCMBp being its present va-
lue), and quadratically on the radial position r. The present value of
the thermal conductivity at CMB conditions, kCMBp, is used as con-
trol parameter. Specifically, we write

k ¼ kCMBp 1þ k6000 � 1
6000� TCMBp

ðTCMB � TCMBp Þ
� �

1� Yk
r
b

� �2

1� Yk
; ð19Þ

the two independent coefficients k6000 and Yk being obtained by
adjusting the full expression. The value 6000 K has no special mean-
ing here but serves as an arbitrary anchor point for the linear vari-
ation of the conductivity with the CMB temperature.

Most parameters used in the calculations are the same as that
used by Labrosse (2003), the main exception being the thermal
conductivity which is the subject of this paper. These and other
parameters’ values are listed in Table 3.

5.2. Convective heat flow and stably stratified layers

The secular evolution of the average state is controlled by two
conservation equations (Eq. (27)a and b of Lister and Buffett
(1995)):

da
dna

dt
þ $ � dancv ¼ �$ � i; ð20Þ

da
dsa

dt
þ $ � dascv ¼ �

1
Ta
ð$ � �q� l$ � iÞ þ J2

rTa
ð21Þ
Table 3
Parameter values for the thermal structure and evolution calculations.

Parameter Notation

Thermal conductivity parameters k6000

Yk

Core radius b
Present inner core radius cf

Density at the center d0

Density length scale Hcomp

Grüneisen coefficient c
Heat capacity CP

Entropy of crystallization DS
Coefficient of thermal expansion at the center a0

Bulk modulus at the center K0

Coefficient of composition expansion b
Difference in mass fraction of light elements across ICB nf

Compositional dependence of the liquidus temperature @TL
@n

� 	
P

* From PREM (Dziewonski and Anderson, 1981) after subtraction of density jump acros
� From the density expression and thermodynamics relationships.
with i the light elements diffusive flux, q the heat flux, J the electric
current density and r the electrical conductivity. We use total time
derivatives for both na and the specific entropy sa since they are as-
sumed to be uniform with space, except for the jump in na across
the inner core boundary, na being assumed null in the inner core.
No radiogenic heating is considered here.

Instead of pursuing this problem in the most general manner
(which can be found in the cited literature), we will write down
all the simplifying assumptions to avoid carrying along unneces-
sary complexities. First, we neglect barodiffusion, which is indeed
small (Davies and Gubbins, 2011) and Soret diffusion, as well as
heat of reaction (dissolution). Compositional diffusion in the aver-
age state is also neglected except in boundary layers. These
assumptions imply, as constitutive relations for fluxes in the aver-
age state:

qa ¼ �k$Ta; ia ¼ 0: ð22Þ

These fluxes differ in the boundary layers where they must accom-
modate the additional convective fluxes. The average thermal state
of the inner core is assumed to follow the same isentrope as the out-
er core for simplicity, which has been shown to provide a good
approximation to the diffusion solution as far as the thermal evolu-
tion of the outer core is concerned (Buffett et al., 1992; Labrosse
et al., 1997, 2001).

With these assumptions, the diffusion terms in Eqs. (20) and
(21) read (see Eqs. (30) and (31), using (29) of Lister and Buffett
(1995)):

$ ��i ¼ �ndaðc�Þ
dc
dt

dðr � cÞ; ð23Þ

$ � �q ¼ $ � qa þ
Q CMB

4pb2 � qaðbÞ
� �

dðr � bÞ

� Llatentdaðc�Þ
dc
dt

dðr � cÞ; ð24Þ

with da(c�) the density at the top of the inner core, QCMB the total
heat flow out of the core, and Llatent = TLDS + lICBn the latent heat
of freezing, with DS the entropy of melting.

We will also use an identity that is well known for convective
flows and in particular for the whole core that states that the total
dissipation is balanced internally by the work of buoyancy forces:Z

X

J2

r
dXþ

Z
XOC

ðdanav � $la þ dascv � $TaÞdX ¼ 0 ð25Þ

(e.g., Eq. (23) of Lister and Buffett, 1995) with X the volume of the
whole core and XOC the volume of the outer core. This equation is
Value Notes

1.52182 This study (see text)
0.446989
3480 km From PREM
1221 km From PREM
12,500 kg m�3 From PREM*

7680 km From PREM*

1.5 From Vočadlo et al. (2003)
860 J K�1 kg�1 From Stacey (1993)
118 J K�1 kg�1 From Poirier and Shankland (1993)
1.25 � 10�5 K�1 This study (see text)�

1292 GPa this study (see text)�

0.67
6%
7333 K

s the ICB and a fit to Eq. (B1).
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only valid when the integration is performed on the whole core and
expresses a global balance, not a local one.

Integrating the equation for the conservation of light elements
(Eq. (20)) over the volume of the core,Z

X
da

dna

dt
dX ¼ dna

dt

Z
XOC

dadX ¼ daðc�Þna4pc2 dc
dt
; ð26Þ

which simply means that the change of concentration in the outer
core is due to inner core growth.

Using this global balance, the total convective flux will be ob-
tained by integrating the equation formed by (Eq. (20)) � la + (Eq.
(21)) � Ta over suitably chosen volumes, using the expression for
the different fluxes and the global balance just discussed. First,
integrated over the whole core volume X, this gives

Q CMB ¼ �
Z

X
da Ta

dsa

dt
þ l0 dna

dt

� �
dXþ TLðcÞDSdaðc�Þ4pc2 dc

dt
ð27Þ

which has the usual form of the global energy balance of the core,
used in models of its thermal evolution. l’ is the difference between
the chemical potential, la, and its value at the ICB, lICB (see eq. (B4)
in appendix). All the source terms on the right-hand side can be ex-
pressed as a function of the inner core radius multiplied by its rate
of variation (Labrosse, 2003). Compared to the previous papers by
Labrosse and coworkers, two modifications have been brought to
the model here: the compositional energy term is computed di-
rectly from its definition, instead of using the change of gravita-
tional energy (see Braginsky and Roberts (1995), for a discussion
on the link between both approaches), and the effect of composition
on the liquidus is considered, which modifies the expression of the
secular cooling term (e.g., Lister, 2003).

The secular cooling term is computed using the thermodynamic
identity Tots = CP otT � aTotP, neglecting the second term and by
deriving the average temperature profile (e.g., Labrosse et al.,
1997).

As shown in previous studies (Labrosse et al., 1997, 2001; Labr-
osse, 2003), the energy balance equation can be used to compute
the growth rate of the inner core for a given CMB heat flow, and
this equation is used in the present paper to model the thermal
evolution of the core. Now that the equivalence between the local
balance equations and the global one has been established (note
that the same work can also be done for the entropy equation),
we will integrate the energy balance on shells of different sizes
to compute the convective flux in the core as a function of radius.
Let X(r) denote the volume of the sphere of radius r in the core,
with c 6 r 6 b, and A(r) its surface. Integrating (Eq. (20)) � la + (Eq.
(21)) � Ta over X(r) givesZ

XðrÞ
da Ta

dSa

dt
þ la

dna

dt

� �
dXþ

Z
AðrÞ
ðladancv þ TadascvÞ � dA

þ
Z

AðrÞ
�q � dA

¼
Z

XðrÞ

J2

r
dXþ

Z
XðrÞ
ðdancv � $la þ dascv � $TaÞdX ð28Þ

Even though, as explained above, the right hand side of this
equation only vanishes when the integral is performed on the
whole core volume (r = b), we will here assume it does so for any
value of r. This assumption can be justified if, on average, the
Ohmic and viscous dissipations and buoyancy fluxes are evenly
distributed in the outer core. Compressible dynamo calculations
could help to test this assumption and any deviation from this even
distribution could easily be included in the present theory. Also,
the total dissipation is known to be equal to the total convective
heat flow (see our Eq. (25), Lister and Buffett, 1995 and Alboussière
and Ricard, 2013, for a more rigorous demonstration), which is
small compared to the total heat flow at the CMB. The contribution
for any radius r < b can only be an even smaller contribution and
neglecting the right-hand-side of Eq. (28) should not be too
limiting.

With this assumption, we can express the second integral in Eq.
(28), the total convective flux across the surface A(r), by computing
the other terms. First, as for the computation of the total balance, it
is practical to express the balance in light elements by integrating
Eq. (20) on X(r):

dna

dt

Z r

cðtÞ
4pu2daðuÞduþ

Z
AðrÞ

dascv � dA ¼ daðc�Þna4pc2 dc
dt
; ð29Þ

which can be used to subtract the contribution of lICB from Eq. (28).
Proceeding as for the global balance, the total convective flow
across A(r) can be expressed for c(t) < r < b:

Q convðrÞ �
Z

AðrÞ
ðl0dancv þ TadascvÞ � dA

¼ �
Z

XðrÞ
da Ta

dsa

dt
þ l0 dna

dt

� �
dX

þ TLðcÞDSdaðc�Þ4pc2 dc
dt
�
Z

AðrÞ
qa � dA ð30Þ

This equation shows that the convective heat flow across the
surface A(r) has, by order of appearance on the right hand side, po-
sitive contributions from secular cooling (Qcooling), change of com-
positional energy (Ecomp) and latent heat (Qlatent) but diminished by
the heat flow along the isentrope (QS). Comparison with Eq. (27)
shows that if the heat flow across the CMB is exactly equal to the
isentropic value, the convective heat flow must tend to zero when
r tends to b. Each of these terms can be straightforwardly com-
puted from the knowledge of dc/dt, obtained from QCMB using the
global energy balance (Eq. (27)), and the definition of the different
profiles. Fig. 9a shows an example of the different contributions to
the convective heat flow for a choice of CMB heat flow, QCMB = 10
TW, which is slightly larger than the isentropic value. For this spe-
cific choice of CMB heat flow, the total convective heat flow is neg-
ative over a finite depth range, meaning that this region would
tend to become stably stratified. Maintaining a well-mixed isentro-
pic reference state in this region requires convection to transport
heat downward. This requires light material (enriched in light ele-
ments and/or warm) to have on average a downward velocity,
which is rather unlikely. This region should therefore develop a
stable stratification, which would make the average profiles devi-
ate from uniform composition and entropy. Penetrative convection
from the unstable regions can act against the stable stratification
but this effect is estimated to be negligible (see below). Double dif-
fusive convection might also occur (Turner, 1973). A full dynamical
treatment is necessary to test this hypothesis and goes beyond the
scope of the present study.

Fig. 9b shows that, for a present isentropic heat flow at the CMB
QS(b) = 9.31 TW, an actual CMB heat flow in excess of 11 TW is nec-
essary to maintain a convective heat flow positive throughout the
whole outer core. For lower values of QCMB, a region of the outer
core has a negative value of the convective heat flow, either at
the top of the core (for QCMB < QS(b)) or at some intermediate depth
(for QS(b) < QCMB < 11 TW). This results entirely from the increase
of the thermal conductivity with depth and the associated peak
in the isentropic heat flux profile (Fig. 8). A negative convective
heat flow means that either (1) this regions stays isentropic, and
penetrative convection from adjacent layers manages to transport
heat downward, or (2) the region becomes stratified and the aver-
age temperature profile is flatter than isentropic, in order to ensure
energy conservation with less (or no) convective heat flow. In any
case, the region tends to be stably stratified and is here referred to
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Fig. 9. (a) Profiles of the different contributions to the convective heat flux density for a total core heat loss of QCMB = 10 TW, slightly larger than the isentropic value:
convective heat flux (black), compositional energy flux (purple), latent heat (red), core cooling (blue), and heat conduction along the isentrope (green). The grey area
highlights the region where the convective heat flux is negative, leading to thermal stratification. (b) Limits of the stratified region (grey area) as a function of the CMB heat
flow, for the present situation with a growing inner core. The dashed vertical line gives the present isentropic heat flow at the CMB. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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as the stratified layer. The thickness of the stratified layer depends
on heat flow at the CMB as is shown on Fig. 9b for the present state
of the core.

5.3. Before the inner core crystallization

Before the inner core started to crystallize, the only available
buoyancy force is thermal and exists only if the heat flow across
the CMB is larger than the isentropic value. The same approach
as that presented before can be used, however, since the buoyancy
is provided from the top it is more convenient to integrate the
equation on the outer shell W(r) between the sphere of radius r
and the CMB. The equation of energy conservation for this shell
can be written as:

Q CMB ¼ �
Z b

r
dCP

@Ta

@t
4pu2duþ Q convðrÞ þ Q sðrÞ ð31Þ

with Qconv(r) the heat flow due to convection and QS(r) the heat flow
along the average geotherm (both heat flows counted positive up-
ward). At the center, both Qconv and QS vanish and, for r = 0, we
get the standard global balance for a liquid core. This balance is
used to compute the temperature change with time for a given
CMB heat flow. The temperature profile entering Eq. (31) is param-
eterized by the value at the center (Appendix B).

Knowing the rate of core cooling, Eq. (31) can be used to com-
pute the convective power at each radius r to maintain the isentro-
pic profile as:

Q convðrÞ ¼ QCMB � Q coolingðr; bÞ � Q sðrÞ: ð32Þ

Fig. 10 shows the result of such a calculation for the case where
the thermal conductivity at the CMB is 90 W/m/K and the heat flow
at the CMB is about 30% larger than the isentropic value. The
resulting convective power is shown along with the other terms
in Eq. (31). One can see that the convective power is positive only
in the upper part of such a core. It means that in order to maintain
the isentrope down to the center of the core, a downward convec-
tive heat flow is required. This is possible energetically, in that the
total (mostly Ohmic) dissipation obtained from such a situation is
positive, but is likely unrealistic. Instead, the condition of isentropy
should be relaxed in the central part. The upper part of the core
would be convectively unstable and isentropic but the inner part
would be stably stratified and its geotherm would be flatter.
Neglecting entirely the possibility of penetrative convection from
the upper part to the lower one, the radius of the stably stratified
central core is estimated as the position where the convective heat
flow from Eq. (31) is null and is shown on Fig. 10c as function of
CMB heat flow.

In this case, QCMB < QS(b) implies a negative Qconv in the whole
core which is entirely stratified since no source of buoyancy exists,
which gives the minimum requirement for a dynamo: the heat
flow across the CMB must exceed that conducted along the isen-
trope (a condition known as the Schwarzschild criterion in the
astrophysics literature). For QCMB > QS(b), thermal convection can
occur in the shallow core but, unless QCMB exceeds about 17.6
TW, the central region of the early core is expected to be thermally
stratified.

The CMB heat flow values needed to avoid a thermal stratifica-
tion are rather large compared to usual estimates (e.g., Lay et al.,
2008) and it is therefore likely that the central part of the core
could have been stratified for a significant fraction of the pre-inner
core history.

5.4. Effect of penetrative convection

The problem of penetrative convection from an unstable region
to a stably stratified one has received a lot of attention in the
astrophysics literature where it arises in the dynamics of stars,
for a reason similar to the one discussed here (i.e., the pressure-
dependence of the radiative conductivity). Direct numerical
simulations have been developed to understand this process (e.g.,
Hurlburt et al., 1994; Brummell et al., 2002; Rogers et al., 2006),
which partly confirmed scaling behaviors obtained earlier by Zahn
(1991). We here use the derivation of Zahn (1991) to compute the
depth of penetration in the case of interest here.

Considering the energy balance of the penetrative flow and the
equilibrium between inertia and buoyancy, Zahn (1991) showed
that the penetration height Hpenet scales with the pressure scale
height Hpress = P/dg as

Hpenet ¼ aHpressU
3=2
0 ð6gaTjkPradÞ�1=2

; ð33Þ

with a < 1 a coefficient reflecting the geometry of the flow in the
unstable region, U0 the amplitude of the vertical velocity at the
boundary between the stable and the unstable layers,
kP = (olnk/oln P)S andrad = (oln T/oln P)S. Estimating each parameter
at the CMB (Table 3), we get Hpress � 1300 km, kP � 0.25, rad � 0.13
which gives Hpenet = a � 3.9 km. The parameter a is unconstrained
but (much) lower than unity. The theory on which this estimate is
based is simple and, in particular, does not include the effect of
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rotation and Lorentz forces, which could increase the coupling be-
tween unstable layers and the stably stratified one. When consider-
ing a stratified layer in contact with the CMB, lateral variations of
the heat flux out of the core would also drive strong thermal wind,
although its outcome and the possibility of its observation in the
secular variation is still unclear (e.g., Lister and Buffett, 1998; Lister,
2004; Aubert et al., 2007). All of these sources of flow can drive
some dynamo action but may not significantly transport heat and
solute radially, and therefore may not disturb the larger-scale ther-
mal stratification. The average profiles should lie between the isen-
tropic well-mixed state obtained in strongly driven convection and
diffusion profiles that would result from complete stagnation. A
better understanding of the resulting thermal structure demands
the use of a complete dynamical model, which goes beyond the
scope of the present paper.
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5.5. Thermal evolution calculations

An important implication of the results shown on Fig. 9 is that if
the CMB heat flow is lower than the isentropic value, a layer
approximately 1400 km thick would tend to develop. This is much
thicker than previously envisioned (Gubbins et al., 1982; Labrosse
et al., 1997; Lister and Buffett, 1998) and entirely due to the in-
crease of thermal conductivity with depth. Pozzo et al. (2012) also
discussed the implications of the large and depth dependent ther-
mal conductivity and their approach and results are compared to
ours in Section 5.6.

Several studies have shown that dynamo action is still possible
in this case (Stanley et al., 2005; Christensen, 2006; Stanley and
Mohammadi, 2008), but affect the resulting magnetic field ob-
served at the surface. For a 1400 km thick stratified layer at the
top of the core, we expect the magnetic field generated in the deep
core to be greatly filtered by the skin effect in the outer stratified
shell, in which case the magnetic field observed at the Earth sur-
face should not follow dynamo scaling (Christensen, 2006). Gub-
bins (2007) estimated that a maximum thickness of �100 km is
acceptable for a stratified layer at the top of the core. We conclude
that the present CMB heat flow should exceed the isentropic value.
This is also a requirement for thermally driven dynamo action be-
fore the existence of the inner core.

Accordingly, in order to study the thermal evolution of the core,
we consider the isentropic heat flow at the CMB as the minimum
value for the whole magnetic history of the Earth. The thermal evo-
lution is computed with this conservative heat flow history using
the energy balance of the whole core (e.g., Labrosse, 2003).
Fig. 11 shows the initial (4.5 Gyr) CMB temperature and heat flow
and the age of the inner core as function of the present value of the
thermal conductivity at CMB conditions. This shows that the age of
the inner core must be less than 1 Gyr, and the initial CMB heat
flow and temperature must have exceeded 13 TW and 4500 K,
respectively.

Recalling that these are extremely conservative values, allowing
for dynamo only in a vanishingly small layer at the top of the core
prior to inner core solidification, such a large degree of core cooling
implies that a significant portion of the lowermost mantle was
extensively molten in the past (Fig. 12), consistent with the pres-
ence of a potentially large basal magma ocean in Earth’s early his-
tory (Labrosse et al., 2007). Our view of melting in the deep mantle
has changed significantly in recent years following experimental
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(Nomura et al., 2011) and theoretical (Stixrude et al., 2009) evi-
dence that such melts could be denser than silicate solids and
therefore stably persist over geological time scales. Many previous
studies have attempted to avoid melting of the early lower mantle
by including radioactive sources, such as potassium, in the core
(Nimmo et al., 2004). Inclusion of internal heating in the core
would reduce its implied initial temperature. However, with a
maximum potassium concentration of about 100 ppm (Murthy
et al., 2003), producing 0.66 TW presently and 8 TW 4.5 Gyr ago,
the initial temperature can be decreased by only �200 K for a min-
imal CMB heat flow. With the high thermal conductivity values re-
ported here, large degrees of core cooling are therefore
unavoidable, and must be incorporated into models of the evolu-
tion and structure of the deep Earth.
5.6. Comparison with previous studies

Thermal stratification in the core due to a large thermal conduc-
tivity has been discussed for a long time (Gubbins et al., 1982;
Labrosse et al., 1997; Lister and Buffett, 1998). Assuming the ther-
mal conductivity to be uniform in the core, these early studies con-
sidered only a stratification developing at the top of the core,
where the isentropic temperature gradient is largest. Also, its value
was generally considered to be less than 60 W/m/K. Recently, de
Koker et al. (2012) and Pozzo et al. (2012) obtained much larger
values, with a large increase with depth in the core, similarly to
the results presented above. They discussed the implications for
the core thermal structure and evolution and, in particular, pro-
posed that parts of the core could be thermally stratified, as done
in the present study. However several important differences on
the approaches used and the implied findings need to be discussed.

de Koker et al. (2012) represented (their Fig. 3 bottom) profiles
of the total heat flow conducted down the core isentrope for differ-
ent possible compositions and compared this value to estimates of
the CMB heat flow. They find that the CMB heat flow is likely lower
than the isentropic value and conclude that the top of the core is
stably stratified. Excluding any buoyancy source at depth, they
nevertheless state that convection would occur in the deep core.
The situation they discuss is similar to the one treated above before
crystallization of the inner core (Section 5.3) and we show clearly
that, in this situation, convection can only occur at the top of the
core, provided of course that the CMB heat flow is larger than
the isentropic value. We also show that a thermal stratification is
likely to occur in the inner region. Moreover, despite similar values
of thermal conductivity, the values they propose for the isentropic
heat flow is significantly different than ours in several ways.
Their CMB values are about 50% larger than ours (13 TW for
k = 90 W/m/K compared to our value of 9.3 TW), likely because
they use different values for the thermal expansion coefficient or
the heat capacity. Also, the shape of their isentropic heat flow
profiles can be compared to our red curves in our Fig. 10b. Their
profiles do not change concavity with depth in the core, similarly
to our dashed profile obtained for a uniform conductivity. The
depth increase of conductivity is at the origin of the inflection point
seen on the solid red profile of Fig. 10 and creates the possibility of
a thermally stratified layer at intermediate depth in the core.

Pozzo et al. (2012) propose a much more complete study of the
possible thermal stratification of the core. They use a completely
different approach based on buoyancy profiles determined as solu-
tions to diffusion equations matching the global balance for the
core. This approach, following the papers of Davies and Gubbins
(2011) and Kono and Roberts (2001) is fully understandable when
considering the linear stability of the diffusion problem but raises
some questions when dealing with a stratified region bounded by
regions convecting in the non-linear regime. Instead, we consider
rigorous energy and entropy balances with strictly identified
assumptions, an isentropic reference state and uniformly distrib-
uted or small dissipation.

The results from their study and ours also differ significantly,
although both discuss the likeliness of thermal stratification. Pozzo
et al. (2012) obtain a thermal stratification only at the top of the
core, as do earlier studies of the subject. In particular, when consid-
ering a CMB heat flow exactly equal to the isentropic value (their
case 5), they obtain thermal convection in the whole core. For
the same situation, we get a thick thermally stratified layer at
the top of the core (Fig. 9) because of the increase with depth of
the thermal conductivity. In the case of a CMB heat flow only
slightly super isentropic, we show that a thermal stratification
can develop at intermediate depth, a possibility not considered
by Pozzo et al. (2012). These differences derive from different the-
ories for the stratification of the core and should be tested in the
future by use of fully dynamical calculations.

Another important difference between our work and that of
Pozzo et al. (2012) concerns the value used for the thermal conduc-
tivity. Pozzo et al. (2012) only consider pure Fe and find values
consistent with ours. In Pozzo et al. (2012)’s paper, the composi-
tion of the core only affects the conductivity through its effect on
the core isentrope. When modeling the core thermal structure
and evolution we take into account the effect of light elements,
which decreases significantly the thermal conductivity. Accord-
ingly, our value for the isentropic CMB heat flow is smaller than
that of Pozzo et al. (2012), which makes the thermal evolution cal-
culations less extreme in their outcome. Pozzo et al. (2012) prefer
to avoid a large core cooling and young inner core and resort for
that on a huge amount of radiogenic heating, between 6 and
13 TW. We consider these values unrealistic (McDonough, 2003)
and prefer to consider the implications of a large core cooling, in
particular an early thick basal magma ocean (Labrosse et al., 2007).
6. Conclusions

We measured the electrical resistivity of iron at room tempera-
ture up to 100 GPa in a DAC. While a sharp resistivity increase was
observed during the bcc to hcp phase transition, the resistivity
diminished with increasing pressure above 20 GPa in the stability
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range of the hcp phase (Fig. 2). A heating experiment was also con-
ducted, which confirmed the Bloch–Grüneisen law up to 383 K at
65 GPa (Fig. 3a). We also performed first-principles calculations up
to 360 GPa and 1000 K. These experimental and first-principles re-
sults show an excellent agreement with each other at high pressure
(Figs. 2 and 3b). The resistivity was measured for Fe +4 at.% Si to
70 GPa at 300 K, demonstrating a large effect of Si impurity (Fig. 4).

We modeled the resistivity of iron alloys in the core, consider-
ing the effects of (1) pressure and temperature, (2) impurity resis-
tivity of silicon and other possible core light alloying elements, and
(3) resistivity saturation. Our model successfully reproduces previ-
ously reported shock wave data (Matassov, 1977) (Fig. 5). This is
the first study that considers the saturation resistivity in geophys-
ical literature, although it is a well-known effect in metallurgy (see
Gunnarsson et al., 2003 for a recent review). The most important
consequence of the saturation is that the resistivity of almost all
kinds of metals cannot exceed �1.5 l X m. This imposes a lower
limit on the core’s thermal conductivity through the Wiede-
mann–Franz law. Assuming that silicon is the single light element
in the core, the core conductivity is estimated to be 90.1(+9.9/�3.6)
and 148(+28/�9) W/m/K at CMB and ICB, respectively. In order to
evaluate the impurity resistivity of sulfur, oxygen, and carbon, we
apply Norbury–Linde’s rule for iron-based alloys as a rough
estimate. Predicted thermal conductivities are in the range of
84.2–130 and 136–220 W/m/K at the CMB and ICB, respectively
(Table 2). These values are substantially higher than the conven-
tional estimates of 28 and 29 W/m/K (Stacey and Loper, 2007),
but consistent with recent first-principles calculations (de Koker
et al., 2012; Pozzo et al., 2013) (Fig. 6).

We further consider the structure, dynamics, and evolution of
the core from our findings of a large and depth-increasing core con-
ductivity. The radial profile of conductive heat flux density has a
maximum at intermediate depth in the core, which implies that a
CMB heat flow equal to the isentropic value is not sufficient to drive
whole core convection in the absence of other buoyancy sources
(Fig. 8), contrary to the situation where the thermal conductivity
is uniform with depth. Therefore, we calculate the convective heat
flow across the spherical shell of each radius from energy conserva-
tion. In the present situation with a growing inner core, more than
11 TW of CMB heat flow is required to maintain a positive convec-
tive heat flow throughout the entire core. A negative convective
heat flow means either this layer is stably stratified with a flatter
temperature gradient than isentropic or is penetrated from adja-
cent layers. However, our estimate of the depth of penetrative con-
vection length is shorter than a few kilometers. We also find that, in
the case of a CMB heat flow larger than the isentropic value
(�9 TW) and smaller than 11 TW, a stratified layer is formed at
intermediate depth (Fig. 9). Before the birth of the inner core, no
convection occurred if the CMB heat flow was less than the isentro-
pic value. If the CMB heat flow was larger than the isentropic value
but smaller than 18 TW, thermal convection occurred at the top of
the core, in a layer whose thickness increases with the value of the
CMB heat flow (Fig. 10). Considering that the CMB heat flow was al-
ways higher than the isentropic value throughout Earth’s history,
we compute the thermal evolution of the core, showing that the
age of the inner core must be less than 1 Gyr and that the initial
CMB heat flow and temperature must exceed 13 TW and 4500 K,
respectively. It suggests that the lowermost mantle must have been
molten during the early Earth, which is consistent with the basal
magma ocean model (Labrosse et al., 2007) and numerous recent
experimental determinations of Earth’s mantle solidus (Fig. 12).
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Appendix A. Significance of saturation resistivity

Saturation resistivity imposes strong limitations on core resis-
tivity. This study is the first to incorporate the saturation resistivity
effect into a model for the electrical and thermal conductivity of
the Earth’s core. For pressures, temperatures, and impurity concen-
trations relevant to Earth’s core, our model is significantly more
sensitive to saturation resistivity than it is to measurements of
resistivity at ambient temperature and high pressure. In particular,
increasing the ambient temperature resistivity measured in the
experiments by 2� reduces the predicted CMB conductivity value
by only 5%, while a 2� increase in saturation resistivity reduces
the predicted CMB conductivity by 33%. However, if the Ioffe–Regel
condition remains valid at core conditions, then significant errors
in qsat should arise only if its value is different in hcp iron than
in both the bcc and face-centered-cubic (fcc) iron phases for which
it was measured. Because of the importance of this contribution to
the present study, we give a brief overview of the saturation resis-
tivity effect, and how it implies fundamental limitations for the
electrical resistivity (and thermal conductivity) of Earth’s core.

Metals are commonly known to exhibit a small electrical resis-
tivity in comparison to insulating materials. The transition be-
tween metallic and insulating resistivity is discontinuous, and
research on relatively high electrical resistance metals and their al-
loys has revealed that they exhibit a maximum resistivity of
�1.5 l X m, with only rare (although industrially important)
exceptions.

There exists an extensive literature on the subject of saturation
resistivity (see Gunnarsson et al., 2003 for a recent review), with
support from resistivity measurements on a variety of metals as
well as from the theory of electrical conduction. The saturation ef-
fect is observed both in cases where the temperature is increased
sufficiently to induce high resistivity, as well as in cases where
higher resistance is induced by the addition of high resistivity
alloying components. The saturation resistivity is similar in magni-
tude for most transition metals and alloys (Bohnenkamp et al.,
2002), and it is insensitive to phase transitions and melting (Mott,
1972) as well as order-disorder transitions (Mooij, 1973). The ab
initio theory describing resistivity saturation is involved (Gunnars-
son et al., 2003), and goes beyond the Boltzmann transport we use
here – we therefore do not attempt to compare our ab initio resis-
tivities with the data for T > 1000 K which exhibits saturation.

Theoretical justification for the saturation effect dates back to
the work of Ioffe and Regel (1960), who noted that the semi-clas-
sical theory for electrical resistivity in broadband metals, which in-
vokes electron scattering at sites in the atomic lattice, does not
work in the limit of high resistance because the implied mean
length scale between electron scattering events k must eventually
become smaller than the inter-atomic distance x. In the absence of
other scattering mechanisms, this model implies that metals
exhibit a maximum resistivity, and they proposed that k P x,
which we call the ‘‘Ioffe–Regel condition’’. Gurvitch (1981) used
this condition to theoretically derive the parallel resistor formula
in Eq. (12), in agreement with Wiesmann’s (1977) empirical
description of the saturation effect. This condition is derived by
assuming that electron–electron interactions are not important
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(Gunnarsson et al., 2003). Non-ideal electron behavior is thought
to give rise to phenomena such as super-conductivity in metals,
however, we do not believe this is important in the Earth’s core.

This study is also the first time, to our knowledge, that the sat-
uration resistivity has been extrapolated to high pressure. Our
extrapolation relies upon theoretical expressions for the saturation
resistivity, such as the one given in Gurvitch (1981):

qsat ¼
1:29� 1018

n2=3x
ðlXcmÞ ðA1Þ

where n is the free electron density measured in units of cm�3 and
the inter-atomic distance x is measured in Angstroms. For a con-
stant number of conduction electrons per atom, this expression sug-
gests that saturation resistivity scales only with volume as
qsat / V1=3, which is what we use in our present model.

We consider whether the assumption of a constant number of
conduction electrons per atom is justified for extrapolation to con-
ditions of Earth’s core. The usual effect of pressure is to increase the
population of electrons in the conduction band, or promote metal-
lic behavior in elements that are insulators at lower pressures. For
example, pure oxygen undergoes an insulator-metal transition at
pressures of �1.2 Mbar and 4500 K (Bastea et al., 2001). If the
number of electrons per atom can only increase with pressure,
then the saturation resistivity we use at high pressure is only
strictly an upper bound. However, this also means that thermal
conductivity estimates derived from strongly saturated resistivity
will be a lower bound, and can only be upwardly revised.

The present saturation resistivity model for iron alloys ex-
tended to high pressure implies a saturation lower bound for the
thermal conductivity of the Earth’s core that is entirely indepen-
dent of measurements of electrical resistivity at low temperatures
and low alloy concentrations. This lower bound is obtained in the
limit of vanishing ideal conductivity, kideal ? 0, for which Eq. (13)
gives k ? ksat. The values of ksat at volumes relevant for the CMB
and ICB are 60 and 85 W/m/K, respectively. These values should
be considered extreme lower bounds for thermal conductivity,
and are valid independent of any measurements of resistivity at
lower temperatures and alloy concentrations.

Stacey and Loper (2007) estimated a value for kideal of 29 W/m/K
(which is uniform with depth in their model). If they had included
the saturation resistivity, they would have obtained total conduc-
tivity values of 89 and 114 W/m/K at the CMB and ICB, respec-
tively. Indeed, these values are not very different from the
90.1(+9.9/�3.6) and 148(+28/�9) W/m/K at the CMB and ICB ob-
tained in the present study. Therefore, much of the difference be-
tween the estimates in previous studies and the present study is
due to inclusion of the saturation effect.

Appendix B. Average profiles in the core

The average profiles in density d, gravity g, temperature Ta, and
chemical potential la are obtained from simple integration and can
be written in polynomial form as (e.g., Labrosse et al., 2001;
Labrosse, 2003):

da ¼ d0 1� r2

Hcomp
2

" #
; ðB1Þ

g ¼ 4p
3

Gd0r 1� 3
5

r2

Hcomp
2

" #
; ðB2Þ

Taðr; tÞ ¼ TLðcðtÞÞ 1þ c
cðtÞ2 � r2

Hcomp
2

" #
; ðB3Þ

la ¼ lICB �
2p
3

Gd0bðr2 � c2Þ � lICB þ l0; ðB4Þ
with c(t) the time-dependent radius of the inner core and
Hcomp

2 = 3K0/2pGd0
2 which is obtained (see Table 3) from fitting

Eq. (B1) to PREM (Dziewonski and Anderson, 1981) after removal
of the ICB density jump. K0 and d0 are the bulk modulus and density
at the center, respectively. c is the assumed constant Grüneisen
parameter (Vočadlo et al., 2003). The expression for temperature
can be obtained from a limited expansion of the expression in Labr-
osse et al. (2001). Eq. (B4) comes from Eq. (12) of Lister and Buffett
(1995) using Eq. (B2) and keeping only the leading order. b is the
coefficient of compositional expansion, assumed constant and com-
puted from the compositional contribution Dnd to the density jump
across the ICB as (Braginsky and Roberts, 1995; Lister and Buffett,
1995)

b � �1
d

@d
@n

� �
P;s
¼ d

@l
@P

� �
s;n
¼ Dnd

dn
: ðB5Þ

Note the sign difference in the definition of b between that of
Lister and Buffett (1995) and that of Braginsky and Roberts
(1995). For consistency with the coefficient of thermal expansion
the latter choice is made here.

The thermal expansion coefficient a is computed using

a ¼ cdCP

Ks
ðB6Þ

with CP the heat capacity at constant pressure. KS and therefore a
both vary with radial position (see Labrosse, 2003, for details) and
can be written to second order as

Ks ¼ K0 1� 8r2

5Hcomp
2

 !
: ðB7Þ

a ¼ a0 1þ 3r2

5Hcomp
2

 !
: ðB8Þ

The central values, a0 and K0 are obtained from the density param-
eters using Eq. (B6) and the definition of Hcomp, respectively. These
two profiles only enter in the computation of the dissipation due to
conduction along the isentrope.

For an entirely liquid core, the isentropic temperature profile is
parameterized by the central value as

Ta ¼ T0ðtÞ exp �c
r2

Hcomp
2

 !
ðB9Þ

Using Eq. (31) for r = 0 allows the computation of dT0/dt for a given
CMB heat flow.
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