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About grade (score)
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Each lecturer will grade on a 25-point scale, and your grade will be the sum 
of the scores. 

The grade for my lectures will be evaluated based on weekly small reports. 
I will explain the assignments at the end of each lecture.



Lecture 4: Planetary structure and equations



Structure of Earth’s interior
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Rocky mantle + crust： ，Metallic core：  

Atmosphere：Oceans：Sold Earth = ： ：
67.5 wt . % 32.5 wt . %

8 × 10−6 2 × 10−4 1

← Inner core (solid iron-alloy)

← Outer core (liquid iron-alloy)

← Mantle (Solid rock)Atmosphere, oceans, crust →



Interiors of rocky planets
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Image credit: NASA/LPI
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How do we know planetary interiors?
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Deep interior (> 10 km) 
Bulk density 
Magnetic field (dynamo, crustal remnants, induced) 
Moment of inertia (← precession, gravity field) 
Gravity field (higher order) 
Seismology 
Tidal deformation 
Analysis of materials originating from the deep interior (mantle xenolith) 

Shallow interior (< 10 km) 
Radar observations, gamma ray and neutron spectrometry, muography, etc.



Seismology

Image credit: 気象庁
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Speeds of primary and secondary waves ⇔ Material properties 

P-wave：   — (1) 

S-wave：   — (2) 

where : density， : shear modulus, : bulk modulus 

  — (3),   — (4)

vp =
K + 4μ/3

ρ

vp =
μ
ρ

ρ μ K

μ ≡
F/A
Δx/l

K ≡ − V
∂p
∂V

V



Propagation of seismic waves in the interior
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Bullen (1949) divided the Earth into a number of concen-
tric shells, designated by letters from A to F; in this division, the
lower mantle was designated by the letter D”. when Bullen
recognized that the deepest 150 km of the lower mantle had
an anomalously flat velocity gradient, he divided the region
D into D0 and D00. More recently, and not entirely correctly, D00

came to signify the structure in the deepest 300 km, or so, of
the lower mantle, which is characterized by a still-growing
collection of structural and compositional complexities (see
Chapter 1.22).

It was recognized relatively early that the dispersion of
surface waves was different in the continents than in the
oceans, with an indication that the oceanic crust was signifi-
cantly thinner. Computing the dispersion of surface waves was
algebraically and numerically difficult; the correct formulas for
the dispersion of Rayleigh waves in a layer over a half-space
were formulated by Stoneley (1928), and the case of the two
layers over a half-space could be solved only for a very specific
set of parameters.

1.01.2 Developments from 1950s to the Early 1980s

It must have been frustrating for seismologists not to be
able to use information about the Earth’s structure con-
tained in the most prominent features of the seismograms:
the dispersed surface waves. This changed when Haskell
(1953) adapted to the case of elastic media the method
first proposed by Thomson (1950) in the acoustics case.
The approach made it possible to compute dispersion of

surface waves (Rayleigh and Love) in a layered medium
with an arbitrary number of layers over a half-space. It
involved multiplication of matrices, one for each layer,
changing the wave number for a fixed frequency such as
to match the boundary conditions (vanishing of stresses) at
the free surface. Because of the enormous amount of calcu-
lations to be performed, it required application of an elec-
tronic computer, and its application opened yet a new era
in seismology. The Haskell’s matrix method has been
adapted to other problems in seismology, such as calcula-
tion of synthetic seismograms using the ‘reflectivity method’
(Fuchs and Müller, 1971). Electronic computers were at first
very expensive and rare, and it was not until the 1960s that
they became generally available at universities (Haskell
worked at the Air Force Cambridge Research Laboratories).

Surface-wave dispersion began to be studied intensively in
the 1950s principally at the Lamont Geological Observatory of
Columbia University, primarily by Ewing and Press, who
observed mantle waves in the 1952 Kamchatka earthquake,
identifying arrivals from R6 to R15 (see Chapter 1.04) and
measuring their group velocities up to a period of 500 s (Ewing
and Press, 1954). Regional measurements of surface-wave dis-
persion were initiated by Press (1956). A monograph by Ewing
et al. (1957) summarizes the state of the knowledge on
seismic-wave propagation in layered media at that time.
Ewing and Press also developed a true long-period seismo-
graph, which was capable of recording mantle waves even for
moderately sized earthquakes. This instrument was deployed
at 10 globally distributed International Geophysical Year net-
work stations operated by Lamont.
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Figure 4 Examples of seismic rays and their nomenclature. The most commonly identified phases used in earthquake location are the first arriving
phases: P and PKIKP. Reproduced from Stein S and Wysession M (2003) An Introduction to Seismology, Earthquakes and Earth Structure. Oxford:
Blackwell, ISBN: 0865420785.

4 Deep Earth Seismology: An Introduction and Overview

Dziewonski & Romanowicz (2015) 
in Treatise on Geophysics 2nd Edition

P: P-wave (solid), S: S-wave (dashed) 
K: P-wave in the outer core, I: P-wave in the inner core,  
J: S-wave in the inner core,  
c: reflection at the core-mantle boundary.  

No S-wave in the outer core → liquid!



Romanowicz (2008) Nature



Light elements in the core
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5000–7000 K at the inner–outer core boundary (ICB), as will
be discussed in Section 3.15.3.1.2.

Geochemical and seismological observations of the Earth,
in combination with laboratory measurements on relevant
materials, suggest that more than 80 wt% of the core is made
of iron (Figures 3 and 4). Other elements with significant
concentrations include nickel (!5 wt%) and one or more

elements that are lighter than iron (e.g., Birch, 1952).
According to the latest chronometric measurements using
the tungsten–hafnium systematics, most of the core–mantle
segregation took place in less than 30 My (Kleine et al., 2002;
Yin et al., 2002). In other words, the core is almost as old as the
Earth itself, with core formation occurring as soon as the Earth
accreted or simultaneously with accretion.
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Figure 2 Profiles of density (r), compressional-wave velocity (Vp), and
shear-wave velocity (Vs) as a function of pressure. CMB, core–mantle
boundary; ICB, inner-core boundary. Reproduced from Dziewonski AM
and Anderson DL (1981) Preliminary reference Earth model. Physics of
the Earth and Planetary Interiors 25: 297–356.
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Figure 3 Relative abundances of elements in the bulk silicate Earth
(mantleþcrust) normalized to CI chondrites and Mg (solid horizontal
line), according to McDonough and Sun (1995). Lithophile elements,
open squares; siderophile elements, solid circles labeled with element
symbols; others, crosses. The dotted lines represent the volatility trend,
in the form of log(x)¼aþbT, where x is the relative abundance and T is
the 50% condensation temperature. The lower dotted line is defined
by nine elements (Be, Mg, Si, Li, Na, Ga, K, F, and Zn) and the upper
dotted line is defined by two elements U and F.
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Figure 1 Cross-section of the Earth showing its layered structure.
CMB, core–mantle boundary; ICB, inner-core boundary; Mass %,
percentage of mass counting from the center; Volume %, percentage of
volume counting from the center. Reproduced from Dziewonski AM and
Anderson DL (1981) Preliminary reference Earth model. Physics of the
Earth and Planetary Interiors 25: 297–356.
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Figure 4 Density deficits in the core with respect to iron. PREM, the
preliminary reference Earth model, represents density profile of the core.
(Dziewonski and Anderson, 1981); hcp iron at 300 K (Dewaele et al.,
2006; Mao et al., 1990); hcp iron at 7000 K (Dubrovinsky et al., 2000;
Komabayashi and Fei, 2010); iron along a Hugoniot (open circles;
Brown, 2001; Brown et al., 2000).
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Outer core density compared to that of pure Fe

Li & Fei (2014) Treatise on Geochemistry 2nd Edition

The core is less dense than pure Fe by  
→ light element(s) – Si, S, O, H, and/or C? 

Total mass of the light elements in the core 
 

 oceans ( ), atmosphere ( ) 

Partitioning of light elements into the core has likely 
influenced determining Earth’s surface environment

∼ 10 %

∼ M⊕ × 0.33 × 0.1 ∼ 2 × 1022 kg
≫ 1.4 × 1021 kg 5.1 × 1018 kg



Lunar seismology
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Seismograph network at Apollo 12, 14-16 landing sites 

Though data is limited compared to those on Earth, Lunar interior 
structure has been constrained by the seismology 
Core size ~170‒360 km (Nakamura et al. 1974) 

Consistent with the estimates from the moment of inertia and 
induced magnetic fields

2005). Given its low seismic noise, the Moon has also been
proposed as a good place for detecting astrophysical gravita-
tional waves (e.g., Gusev and Kurlachev, 1976; Weber, 1960),
and a gravimeter designed for that purpose was installed
onboard Apollo 17. This gravimeter failed to operate properly,
however, due to a design failure. More recently, the possibility
of strange quark matter detection (Banerdt et al., 2006) has
been proposed, reigniting interest in the Moon as a site for
the placement of seismic or gravity sensors for astrophysics
research.

In this chapter, we summarize the experimental and seis-
mological data in Section 10.03.2. We devote some attention
to 1D seismic-velocity models for the Moon’s crust andmantle,
and we discuss differences among current models, especially
with regard to their likely causes and implications. We also
explore the current understanding of the Moon’s mineralogical
structure derived by integrating the Apollo seismic data with
other geophysical and petrological constraints, and, in
Section 10.03.3, we discuss the seismic activity of the Moon
in the context of other terrestrial planets.

We address the field of atmospheric seismology in
Section 10.03.4, including the basic theory behind the cou-
pling of solid-body modes to the atmosphere and ionosphere.
We also discuss the giant planets, especially Jupiter, given that,
for about 20 years, Earth stations have monitored Jupiter’s
atmospheric signals associated with continuously excited
global oscillations (Lognonné and Mosser, 1993; Mosser,

1995). We then develop a comparative study of atmosphere-
interior seismic coupling on Mars and Venus and discuss the
prospect of remotely sensed seismology.

Starting with the 1976 deployment of the Viking seismom-
eters, the seismic exploration of Mars has been much less
successful than the exploration of the Moon (Anderson et al.,
1977a,b). During the initial mission, only the Viking 2
seismometer worked, as the seismometer on Viking 1 lander
failed to unlock. The sensitivity of the Viking 2 seismometer
was one order of magnitude less than the SP Apollo seismom-
eter for periods shorter than 1 s, and five orders less than the LP
seismometer for periods longer than 10 s (see Figure 1). No
events were convincingly detected during the seismometer’s 19
months of nearly continuous operation, and, as shown by
Goins and Lazarewicz (1979), this absence of recorded events
was probably related to the inadequate sensitivity of the seis-
mometer in the frequency bandwidth of teleseismic body
waves, as well as the device’s high sensitivity to wind noise
(Nakamura and Anderson, 1979). In 1996, the Mars 96 mis-
sion was launched, with each of the mission’s two small sta-
tions (Linkin et al., 1998) carrying an OPTIMISM seismometer
in its payload (Lognonné et al., 1998a). The sensitivity of the
OPTIMISM seismometer was improved by about two orders of
magnitude relative to the Viking seismometers at frequencies
of 0.5 Hz, and as a result, the OPTIMISM devices were better
adapted to teleseismic body-wave detection. The Mars 96 mis-
sion was lost shortly after its launch, however, and the seismic
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Figure 2 Configuration of the Apollo seismic network, with each Apollo seismometer represented by a green triangle. A12 is in the Oceanus
Procellarum area at 3.01

!
S, 23.42

!
W. A14 is located near the crater Fra Mauro at 3.64

!
S, 17.47

!
W. A15 is at the foot of the Apennine Mountains at

26.13
!
N, 3.63

!
E, and A16 is just north of the crater Dolland at 8.97

!
S, 15.50

!
E. Note that all stations were on the near-side, making core seismic studies

almost impossible. Additional seismic data have also been recorded at the Apollo 11 and Apollo 17 sites. The soviet Luna and early US Surveyor landing
sites are given for completeness. Base map credit: NASA.
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Lunar seismograph network 
Lognonné & Johnson (2015) 
in Treatise on Geophysics 2nd Edition

thereby increasing the Mg number below this depth (Khan
et al., 2006; Nakamura, 1983). The reanalysis of the Apollo
lunar seismic data indicates a homogeneous, constant-velocity
upper mantle extending down to 560!15 km depth, whereas
the radial velocity distribution suggests more inhomogeneous
middle and lower mantle layering (Khan and Mosegaard,
2002; Khan et al., 2000). The compositional change across
the discontinuity together with the homogeneity of the upper
mantle and the inhomogeneity of the middle mantle has been
interpreted in terms of the initial depth of melting and differ-
entiation during the magma-ocean phase of the Moon (Hood
and Zuber, 2000). Based on mare basalt petrology and thermal
evolution considerations, Elkins-Tanton et al. (2003a)

identified the 500 km discontinuity with the maximum depth
of melting beneath the Procellarum KREEP Terrane on the
lunar nearside. It is also possible that the 500 km discontinuity
represents stratified olivine- and orthopyroxene-rich cumulates
that were subsequently emplaced at the bottom of the lunar
magma ocean. The mineralogical layering is supported by
seismic inversions that account for thermodynamic mineral
phase equilibriums (Kuskov, 1995, 1997; Kuskov and
Fabrichnaya, 1995; Kuskov and Kronrod, 1998).

In the lower mantle below a depth of about 1150 km,
seismic waves are strongly attenuated. This has been inter-
preted in terms of a partial melt zone that extends down to
the core–mantle boundary (Nakamura, 2005; Weber et al.,
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Mars’ seismology
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influence the thermochemical evolution of the
planet and accounts for 4.5 billion years of plan-
etary evolution. The geophysical parameter-
ization relies on a unified description of phase
equilibria, seismic properties, and thermochem-
ical parameters. The parameterizations (38) re-
flect, in going from seismic over geodynamic
to geophysical parameterization, a decrease in
the number of degrees of freedom, as the two
latter parameterizations depend increasingly
onmineral physics information and therefore
better-resolved parameters. Because themean
density of the core depends on that of theman-
tle and therefore on the bulk mantle composi-
tion, we considered six differentmodel martian
compositions (12, 14, 43–47) as part of the geo-
physical inversion. To solve the inverse problem,
we employed a stochastic algorithm (48) that
samples models that fit the differential body
wave travel times within uncertainties and are
consistent with prior information (38).
We plotted the results from the joint in-

version of the differential body wave travel
times and the geophysical data (Fig. 2). The
S-wave velocity profiles (Fig. 2A) we obtained
from the three parameterizations were found
to be in good agreement. More scatter exists in
the P-wave velocity profiles, which reflects
fewer P-wave observations, and structure is
only constrained to 800-km depth (Fig. 2A).
All parameterizations provide a good fit to
the ScS-P travel time observations (Fig. 2B).
Above 800-km depth, the velocity profiles are
similar to those obtained by the uppermantle
inversion (32), and below, the S-wave velocity
profiles showadistinct increase around 1050-km
depth, equivalent to the 410-km seismic dis-
continuity in Earth’s mantle that marks the
onset of the mantle transition zone, where
the dominant upper mantle mineral olivine
transforms to wadsleyite. The CMB occurs
between 1520- and 1600-km depth, correspond-
ing to CMB pressures of 18 to 19 GPa and tem-
peratures in the range of ~1900 to 2000 K.
These conditions are unfavorable for the stabi-
lization of bridgmanite and imply that the lower
mantle of Mars is mineralogically comparable
to Earth’s mantle transition zone. This means
that a relatively dense and thermally insulat-
ing lowermantle is absent inMars, which favors
the development of an early thermally driven
dynamo as a means of explaining crustal
magnetism because of elevated core heat flux
(1, 49, 50).
In agreement with geodetic observations

that require a liquid core (10), the observation
of ScS with substantial relative amplitudes
compared with direct S waves rules out a
solid outer core because reflection coefficients
would be too small at a solid-solid interface
[fig. S6-2 (38)]. The separate inversions con-
verge on the same mean radius but show
more spread in mean core density (Fig. 2C),
which reflects the trade-off with mantle

density through bulk mantle composition
(indicated by the blue circles in Fig. 1C). On
the basis of the distributions, we estimate
core radius to be 1830 ± 40 km, at the upper
end of premission estimates (4, 8, 15, 16) that
were based on an earlier and slightly lower
degree-2 Love number [0.169 ± 0.006 (51)],
and mean core density in the range 5.7 to 6.3
g/cm3. We also conducted separate inversions
using the geodynamic method to consider
the influence of individual datasets on the
retrieved core properties (38). These inversions
showed that the mean core radius changed
from 1836 km (seismic data only) to 1815 km
(geodetic data only), whereas the mean core
density remained unchanged. To test the in-
fluence of the source depth, we fixed it to
50 km for all events—consistent with (29, 32)—
and found that this would change the core
radius to 1820 ± 40 km, within the above range.

Compositional constraints on the core typ-
ically derive from geochemical models coupled
with metal-silicate partitioning and mass ba-
lance arguments (52–55) but depend on the
assumed compositions of the building blocks
(56, 57). Although sulfur is commonly considered
the main light element (14, 44, 45, 55) be-
cause of its abundance in the mantle as de-
termined from the martian meteorites (58)
and its siderophile nature at the P-T-fO2 con-
ditions of the formation of Mars’ core (59),
additional light elements, including C, O, Si,
N, and H, are all potentially viable candidates,
as in Earth’s core (60–63). Ni is also expected
to be a core constituent based on meteorite
compositions (64) and should make up 5 to
6 wt % (4). The purple-shaded areas in Fig. 2C
indicate how the mean core density varies with
S content in the Fe-S, Fe-S-O, Fe-S-O-H, and
Fe-S-O-H-C systems, based on thermodynamic

Stähler et al., Science 373, 443–448 (2021) 23 July 2021 4 of 6

Table 1. Consolidated differential travel times of S and ScS for the events used in this study.
Magnitudes, Mw, are from the Marsquake Service catalog, version 6 (30), as defined by Böse et al. (82).
Depth estimates are based on the identification of the depth phase sS (see the main text). The events are
labeled by mission Sol of occurrence and sublabeled alphabetically for Sols with more than 1 event.

Event tS-tP (s) tScS-tP (s) sigma(tScS) Depth (km) Mw

S0235b 167 511 3 24 ± 5 3.5
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0407a 168 510 10 25 ± 5 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0484b 172 513 20 33 ± 5 2.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0173a 173 512 3 24 ± 5 3.6
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0409d 177 510 5 25 ± 5 3.1
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0325a 230 500 20 30 ± 5 3.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fig. 3. Schematic dia-
gram of Mars’ interior
structure. The cross sec-
tion depicts the core-
induced shadow zone for
seismic waves. The surface
topography is a cut
through the MOLA map
(81) on a great circle arc
from InSight through
Olympus Mons. The
S-wave shadow zone is
minimal and probably filled
by diffracted S waves
(Sdiff), whereas the
P-wave shadow zone is
large and contains
specifically the Tharsis
region. The existence of an
inner core cannot be
determined by current
data, and the seismic ray
paths shown assume no
inner core. Topography
and InSight lander are
exaggerated in scale.
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may provide important information on planetary formation in
general, which is unavailable from the study of the Earth. Distinct
compositional layers in the mantle have different elastic prop-
erties, making them detectable by seismic waves.

The size of Mars’ core is currently uncertain by at least ± 15%,
and it is unknown whether it is entirely liquid or contains a solid
inner core, like the Earth’s. The size of the core of a planet
determines whether large-scale mantle plumes, which have been
postulated to explain Martian volcanoes, can persist over a long
period of time, whereas a geodynamo in a liquid core is required
to generate a planetary magnetic field. Measurements of strong
magnetization in the oldest parts of Mars’ crust indicate that a
dynamo once existed, but also that it has vanished. Data on the
current state and size of the core, e.g., from waves reflected at the
core–mantle boundary or a shadow zone, will help to understand
why Mars’ internal magnetic field disappeared.

The estimated number of quakes on Mars per year varies by
three orders of magnitude2, with an even larger uncertainty for
released energy. The amount and distribution of present‐day
seismicity, which SEIS will measure for the first time, has
implications for the thermal evolution of Mars and the present-
day spatial pattern of mantle convection5.

InSight’s heritage and challenges
Seismometers played an important role in early missions to
planets and satellites. The first seismometers were sent to the
Moon by Ranger 3, 4, and 5 in 1968, and all Apollo missions
conducted seismic experiments. Likewise, both Viking Mars
landers carried seismometers in 1976. While the Apollo lunar
seismic network recorded thousands of moonquakes during its 8
years of operation and shaped our current view of the Moon’s
interior6, the Viking seismometers were less fortunate. One failed
to uncage and the other, located on top of the lander, recorded
19 months of wind noise, but only one candidate marsquake7.

After these sobering results, seismologists have had to wait for
more than 40 years for another chance to hunt for marsquakes.

Compared with installing a seismometer on Earth, the chal-
lenges to SEIS were unprecedented: it had to be deployed in a
previously unknown spot by a robotic arm and be leveled
remotely. All further installation steps, e.g., placing the wind and
thermal shield (WTS) right on top of SEIS, also had to be
commanded remotely hours in advance, without any chance of
direct interaction (Fig. 1). Mars is a hostile environment for a
sensitive seismometer, with large temperature swings and epi-
sodic winds. Several layers of shielding guard SEIS against
adverse influences (Fig. 1). The deployment took more than
2 months, whereas the lunar seismometers were deployed and
leveled in less than an hour by astronauts. In addition, SEIS has
to deal with the challenges of being the only seismometer on
Mars, and thus having to constrain the source of a marsquake
and Mars’ velocity structure at the same time.

So far, SEIS, which can detect motions in the nanometer range,
measured the lowest seismic noise floor yet recorded anywhere in
the solar system8 in the period band between 5 and 20 s, which is
dominated by oceanic noise on Earth. SEIS is further equipped
with a geophysical sensor suite, including wind speed and
direction sensors, barometer, thermometer, and magnetometer,
which help to identify and remove environmental effects on SEIS.
These sensors also produce remarkable science of their own, e.g.,
by providing continuous meteorological data sampled at a much
higher rate than on all previous missions9, or by measuring the
crustal magnetization at the Martian surface, instead of that from
the orbit, for the first time10.

InSight’s first recording of marsquakes and outlook
Mars has proven to be presently seismically active, producing
more than 150 quakes within the first 7 months of observation,
which form two distinct groups (Fig. 2). This was not anticipated,

a b

c

Fig. 1 The first seismometer in Elysium Planitia, Mars. a Image taken by the south-pointing Instrument Context Camera (ICC) on the InSight lander
during the deployment of the WTS to cover SEIS. The sensor assembly itself is contained within the remote warm- enclosure box, the visible orange–brown
hexagon. The broadband seismometer itself is furthermore located in an evacuated container to decouple it from the diurnal temperature changes, and
shield it from Brownian motion of atmospheric molecules. b ICC image of the final deployment, with SEIS beneath the WTS to the right and the Heat flow
and Physical Properties Package (HP3) sitting to the left. c Artist conception of the final deployment situation, including the lander in a panoramic view from
the south. Images by NASA/JPL-Caltech.
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NASA’s InSight and its seismograph (Image credit: NASA/JPL-Caltech)

First detection of reflection at the CMB 
→ Core is large ( ),  
 and has low density ( )

Rc/R = 0.54 ± 0.01
ρ = 5,800-6,200 kg/m3

Stähler et al. (2021) Science
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Image credit: NASA/LPI

← Molecular hydrogen

← Metallic hydrogen

← Rocky/icy core

Jupiter Saturn

The majority of the mass  is hydrogen (H) and helium 
High pressure (>100 GPa) interiors → Metallic H (with free electrons) → Magnetic dynamo

( ≃ 70 − 90%)
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Fuller et al. (2014) (F14) investigated the effect of a solid core on
the oscillation mode spectrum of Saturn. They found that if Saturn
has a large solid core that is relatively unrigid (has a small shear
modulus l), the shear oscillation modes of the core can exist near
the same frequencies as the f-modes that generate some of the
observed waves in the rings. Modes very close in frequency to
the f-modes can degenerately mix with them (a process also
known as avoided crossing), attaining large enough gravitational
potential perturbations to generate waves in the rings. However,
F14 found that degenerate mixing was rare, and that only finely
tuned models could qualitatively reproduce the observed mode
spectrum. The oscillations of rotating giant planets have also been
examined in several other works (Vorontsov and Zharkov, 1981;
Vorontsov, 1981, 1984, M91; Wu, 2005; Pena, 2010; Le Bihan
and Burrows, 2012; Jackiewicz et al., 2012; Braviner and Ogilvie,
2014). None of these works have extensively examined the effect
of stable stratification and the resulting planetary mode spectrum
(although M91 does briefly consider the effect of stable stratifica-
tion on the f-mode frequencies).

In this paper, we examine Saturn’s oscillation mode spectrum in
the presence of a stably stratified region deep within the planet.
Regions of stable stratification have been speculated to exist within
giant planets due to the stabilizing effect of composition gradients
(Leconte and Chabrier, 2013). The composition gradients could be
produced by dissolution of heavy core elements in the helium/
hydrogen envelope (Wilson and Militzer, 2012a,b) or by gravita-
tional settling of metals (Stevenson, 1985) or helium (Salpeter,
1973; Stevenson and Salpeter, 1977). Recent simulations have
sought to determine the large-scale time evolution of doubly diffu-
sive convection produced by competing thermal/composition gra-
dients (Rosenblum et al., 2011; Mirouh et al., 2012; Wood et al.,
2013), but the resulting global structure of giant planets is unclear.
Fig. 1 shows a simple schematic of the type of Saturn models we
consider. It should not be interpreted too strictly, it is intended
only to provide the reader with a general picture of our hypothesis
for Saturn’s interior structure.

If stably stratified regions exist, they allow for the existence of
gravity modes (g-modes) in the oscillation mode spectrum. For sta-
ble stratification deep within the planet, the g-modes can exist in
the same frequency regime as the f-modes and can strongly mix

with them. This process is analogous to the mixed g-modes/p-
modes observed in red giant stars, although somewhat compli-
cated by Saturn’s rapid rotation. Our calculations reveal that g-
mode mixing can naturally explain the observed splitting between
the m ¼ "2 waves, but cannot robustly reproduce the fine splitting
between the m ¼ "3 waves. We claim this is strong evidence for
the existence of stable stratification within Saturn, although some
important physical ingredient (e.g., differential rotation) may be
required for a complete understanding.

Our paper is organized as follows. Section 2 describes the toy
Saturn models we use in our calculations. Section 3 summarizes
our method of solving for oscillation modes in the presence of
rapid rotation, and reviews the types of modes that exist in rotat-
ing planets. In Section 4 we examine the process of mode mixing
induced by rotation, centrifugal, and ellipticity effects, and
describe how this affects mode frequencies and eigenfunctions.
Section 5 compares our results to observations, and we conclude
with a discussion of these results in Section 6. This section also
addresses the issues of mode amplitudes, mode driving, and the
prospects for observing saturnian and jovian p-modes via radial
velocity techniques.

2. Saturn models

The interior structure of giant planets is not particularly well-
constrained. Other than its mass M and radius R, the strongest
observational constraint on Saturn’s interior structure is the mea-
sured value of the gravitational moment J2, which indicates that
Saturn must have a dense core of #15 M$ (Guillot, 2005). We
therefore create toy models which roughly match the measured
values of M, equatorial radius Req, polar radius Rpo, and J2. We do
not attempt to rigorously compare these models with any theoret-
ical equations of state or microphysical models, although in
Section 6 we discuss how our models relate to recent theoretical
developments in planetary interiors.

For the purposes of our adiabatic mode calculations, the only
physical quantities of importance in Saturn’s interior are the den-
sity q, Brunt–Vaisala frequency N, sound speed cs, gravitational
acceleration g, and spin frequency Xs. To create a toy model, we pro-
ceed as follows. We first create a spherical model with a polytropic
density profile of index ðn ¼ 1Þ, with a density profile q1ðrÞ. We
choose a sound speed cs1 such that the Brunt–Vaisala frequency

N2
1 ¼ "g1

d ln q1

dr
" g1

c2
s1

ð1Þ

is equal to zero everywhere.
We then choose inner and outer core radii rin and rout, and a core

density enhancement D. We multiply the density of the inner core
by D, such that qðrÞ ¼ Dq1ðrÞ for r < rin. The density of the outer
core is calculated via

qðrÞ ¼ q1ðrÞ 1þ ðD" 1Þ sin2½ðp=2Þðrout " rÞ=ðrout " rinÞ)
h i

for

rin < r < rout ð2Þ

This form is somewhat arbitrary; we use it to obtain a smooth
density increase between the envelope and inner core. In the outer
core, we readjust the soundspeed such that

c2
s ðrÞ¼ c2

s1ðroutÞþ c2
s1ðrinÞ" c2

s1ðroutÞ
! "

sin ðp=2Þðrout" rÞ=ðrout" rinÞ½ ) for
rin < r< rout: ð3Þ

Once again, this sound speed profile is somewhat arbitrary. This
form ensures a positive value of N2 in the outer core. Because we
focus only on f-modes (for which q is the defining quantity) and

Convective
Envelope

Stable
Outer Core

Inner
Core

C-Ring

f-mode
cavity g-mode

cavity

Fig. 1. Cassini image of Saturn and its rings, overlaid with a schematic cartoon of
our hypothesis for Saturn’s interior structure. The structure shown here is not
quantitatively accurate. It is meant only to illustrate the general features of Saturn’s
interior structure that we advocate: a thick convective envelope (which harbors f-
modes, p-modes, and i-modes) overlying a region of stable stratification near the
core of the planet (which harbors g-modes and r-modes). We have also pointed out
the C-ring, where all of the mode-driven waves of been observed.

284 J. Fuller / Icarus 242 (2014) 283–296

Saturn’s interior informed by waves on the ring

Fuller (2014) Icarus

AGU Advances 10.1029/2019AV000142

Figure 3. A schematic of an ! = 2, m = 2 normal mode of oscillation inside Saturn generating a two-armed spiral
density wave in the rings. In reality, spiral patterns in the rings are much more tightly wound and are only evident near
a resonance.

Hedman and Nicholson discovered were clusters of waves (a pair of m = 2 waves; a triplet of m = 3 waves)
in the proximity of the strongest fundamental mode resonances, an impossibility if the detailed model that
Marley and Porco had proposed 20 years earlier represented the whole truth. What the data showed was
unambiguous; what they demanded was a reexamining of the assumptions that had been made so far about
the physics at work in Saturn's interior.

The origin of these unexpected waves did not stay mysterious for long: it was soon demonstrated that they
could be naturally produced if Saturn's interior hosts not only the expected fundamental modes but also
gravity modes—trapped internal gravity waves (Fuller, 2014).

The implication that Saturn supports internal gravity waves is profound because their presence requires part
of Saturn's fluid interior to be stably stratified, a stark departure from the common assumption that Saturn's
interior is fully convective. A stable stratification means that a vertically displaced fluid parcel will tend to
return to its starting position, enabling oscillations at a characteristic (Brunt-Väisälä) frequency determined
by the gravity, density gradient, and compressibility. By contrast, in a convective environment, a similarly
displaced fluid parcel would simply continue to accelerate away from its starting position, so that no periodic
fluid motion could be sustained.

This stable stratification suggests that Saturn's deep interior has a significant composition gradient wherein
molecular weight increases toward the planet's center, mitigating the unstable temperature gradient that
if left to its own devices would trigger convection and large-scale mixing of material. Instead, the gravity
modes suggest a relatively quiet, extended, smooth transition between a dense rocky/icy inner core and the
less dense hydrogen-dominated envelope.

While Fuller presented strong evidence that the mixture of the fundamental modes and gravity modes was
responsible for the complicated spectrum of waves observed in the rings up to that point, the model was effec-
tively a proof of concept: the ideas have yet to be turned into quantitative knowledge of Saturn's deep interior.
Updated analyses that address the Saturn-associated ring waves discovered in more recent years—and that
apply more detailed and realistic models for Saturn's interior structure—will offer meaningful constraints
on the location and extent of Saturn's deep stable stratification. Because of the sensitivity of these waves
to the deepest regions inside Saturn, these new constraints will serve as an invaluable complement to the
gravity science (Galanti et al., 2019; Militzer et al., 2019) that has come out of the end of the Cassini mission.

2.2. Rotation
The second major advance to come from ring seismology is the window it offers into Saturn's interior rota-
tion. One of the major historical unknowns about the Saturnian system is just how quickly Saturn rotates,
a quantity of fundamental importance but one that is difficult to measure. Meteorological features can
be tracked as Saturn rotates, but as on Jupiter or Earth, flows associated with the weather do not track
the rotation of the bulk of the planet's mass. Even among planets with no solid surface, Saturn's rotation
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Gravity potential  
Spherical harmonic expansion 

 V =
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∞
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J2nP2n cos θ]

Contributions to the gravitational moments of Jupiter 
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Figure 9. Contribution of the level radii to the gravitational moments of Jupiter. J0 is equivalent to the planet’s mass. The small discontinuities are
caused by the following transitions, from left to right: core/envelope, helium rich/helium poor (metallic/molecular). Diamonds indicate the median
radius for each moment. They correspond to pressures of 9.1, 1.3, 0.75, 0.45 and 0.35 Mbar, respectively, from left to right (J0 to J8).

Jupiter

Molecular H2 (Y~0.23)

Metallic H+

(Y~0.27)

Helium rain

165-170 K
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6300-6800 K
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15000-21000 K
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Saturn

Molecular H2

(Y~0.20?)
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H+

(Y~
0.30?)

Helium rain
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5850-6100 K
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8500-10000 K
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Ices + Rocks
core ?

Figure 10. Schematic representation of the interiors of Jupiter and Saturn. The range of temperatures is estimated using homogeneous models and
including a possible radiative zone indicated by the hashed regions. Helium mass mixing ratios Y are indicated. The size of the central rock and
ice cores of Jupiter and Saturn is very uncertain (see text). In the case of Saturn, the inhomogeneous region may extend down all the way to the
core which would imply the formation of a helium core. [Adapted from Guillot (1999b)].
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Image credit: NASA/LPI

← Molecular hydrogen

← High-pressure ice

← Rocky core

Uranus Neptune

High-pressure ice: Super-ionic phase (protons behave like free electrons) 
Interiors less understood (no orbiter measurements so far)



Moons

Image credit: NASA

Planet Number of 
moons

Mercury 0

Venus 0

Earth 1

Mars 2

Jupiter 79

Saturn 82

Uranus 27

Neptune 24

Radius：1737 km

Radius：11 km, 6.2 km

As of 2020
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Saturn’s icy moon: Titan
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Image credit: NASA

Water ice →

Internal ocean →

High-pressure ice →

Hydrous rocks or ice + anhydrous rock？ →

Atmosphere: ~1.5×105 Pa, N2 + a few % CH4 
Photochemical haze (organic molecules) 
Lakes: CH4, C2H6 liquid 
Internal ocean: H2O (common in many icy moons)



DragonFly (launch scheduled in 2027) (Image credit: NASA)
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Astrobiological measurements 
Seismograph!
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We consider the equilibrium of the forces. 

Pressure gradient force:   — (1) 

Gravity:   — (2) 

From (1) + (2) = 0, we obtain, 

  — (3) : The hydrostatic equilibrium equation 

: pressure, : density， : gravity， 

: enclosed mass within the sphere of the radius 

p(r)A − p(r + dr)A = −
dp
dr

dr ⋅ A

−ρAdr ⋅ g(r) = − ρAdr ⋅
GMr

r2

dp
dr

= − ρ
GMr

r2

p ρ g
Mr(r) r

rGravity

Pressure gradient force

Bottom area:  
Hight: 

A
dr



An example: pressure change in the ocean
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Let us think about pressure change when diving in the ocean. 

The hydrostatic equation is given as,  

  — (4),  

where  is the gravitational acceleration at the surface ( ).  

Given the density of water at , , we obtain, 

   — (5)

dp
dr

= − ρ
GMr

r2
≃ ρg

g 9.8 m s−2

1 atm ρ = 103 kg m−3

dp
dr

= − 103 kg m−3 ⋅ 9.8 m s−2 ≃ − 104 Pa m−1 ≃ −1 atm/10 m



Equation for mass conservation
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The mass of the shell, , is given by,  

  — (1) 

∴   — (2) : The mass conservation equation

dMr
dMr = 4πr2dr ⋅ ρ

dMr

dr
= 4πr2ρr

A shell in a spherical body 
Thickness: , mass: dr dMr



Equation of state
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Seager et al. (2007) Astrophys. J.

Mars Earth

8%Y16% of our TFD density. Our CO EOS and mass-radius re-
lationship are therefore approximate.

Figure 3 shows the EOSs for the main materials used in this
study, including the low-, intermediate-, and high-pressure regimes.

4. NUMERICAL RESULTS

We now describe our numerical solutions to equations (1)Y(3)
using our assembled collection of EOSs. We used our model to
investigate the mass-radius relationships for planets from 0.01 to
1000M!. The lower mass limit encompasses planets as small as
Mercury and small bodies like the icy moons of Jupiter and Sat-
urn. The upper mass limit encompasses the 13 MJ planet limit.
Above this mass, self-gravitating H-He spheres undergo deute-
rium or sustained hydrogen fusion (depending on how massive
the body is) and are not considered planets.

4.1. Mass-Radius Relationships

4.1.1. Homogeneous Planets

Building on Zapolsky & Salpeter (1969), we first consider
planets of uniform composition. This artificial scenario helps us
understand the fundamental properties of the planet mass-radius
relationships. Figure 4 shows the mass-radius relationship for
homogeneous planets of H, H/He (25%He bymass), H2O (ice),
MgSiO3 (perovskite), and Fe.

Homogeneous planets all show the same general trend in ra-
dius as a function of mass. For MpP 500 M! the planets’ radii
increase with increasing mass. In this regime, Coulomb forces
balance gravity in hydrostatic equilibrium. For largemasses,Mp 3
500 M!, the compression in the interior is high enough to pressure
ionize the atoms. At these large masses degeneracy pressure of free

electrons balances gravity in hydrostatic equilibrium, and as more
mass is added to the planet, the planet shrinks (Hubbard 1984).
Although planets are not fully degenerate (the term is reserved
for stellar mass white dwarfs; Chandrasekhar 1939), electron de-
generacy pressure does have a significant effect on the mass-
radius relationship for high planetary masses over 500 M!. In
particular, planets of all compositions are approximately the same
size for a decade of masswhere the competing effects of Coulomb
forces (which cause Rp "M1/3

p ) and electron degeneracy pres-
sure (Rp "M#1/3

p ) roughly cancel each other out. See Zapolsky
& Salpeter (1969) for a detailed discussion of the maximum ra-
dius for a given planet of homogeneous composition.

If we assume that our selection of materials spans all plausible
major planet materials, then we can make some inferences from
Figure 4 about the range of planet sizes. First, the Fe planet mass-
radius relationship shows theminimum radius a planet of a given
mass can possess. Second, since water is the least dense of all the
materials we studied (apart from H and He), the water planet
curve in Figure 4 may serve to show the maximum radius for a
planet with no substantial atmosphere.

The mass-radius relationships for planets of homogeneous
compositions (Fig. 4) can be used to infer the bulk composition
of planets. Using the solar system as an example, and from Fig-
ures 4 and 5, we could infer that Earth and Venus are composed
primarily of a mixture of silicates and iron, while Mercury is
composed predominantly of iron. We could also infer that Uranus
and Neptune are not giant H/He planets and nor are they ‘‘rock
giants;’’ they are predominantly rocky or icy and must have small
but significant gas envelopes. Jupiter and Saturn are grossly fitted
by the H/He curve, but the H/He interiors of hot Jupiters are
dominated by thermal effects and are thus not fitted well by cold
homogeneous planets; indeed, we are not aiming to model gas
giant planets in this paper.

Fig. 3.—EOSs for five different materials used in this study. Each EOS data
set was derived by combining a fit to experimental results and the TFD limit at
high pressure. For water ice we used density functional theory as a bridge between
experiment and the TFD theory. The EOSs are all reasonably well approximated
by a polytropic-like expression !(P) ¼ !0 þ cPn, where !0 is the zero-pressure
density and c and n are constants. Table 2 lists these constants for somematerials.
The filled triangles show one such fit for the H2O EOS.

TABLE 2

Density Functional Theory (DFT) EOS for Water Ice VIII and X

V

(cm3 mol#1)

!
( kg m#3)

P

(GPa)

10.998300.................................................... 1.636617 2.320

10.429585.................................................... 1.725860 4.155

9.880818...................................................... 1.821712 6.664

9.351623...................................................... 1.924800 9.823

8.350443...................................................... 2.155574 18.791

7.878082...................................................... 2.284820 25.361

7.423411...................................................... 2.424761 33.744

6.986806...................................................... 2.576285 44.314

6.567891...................................................... 2.740606 56.970

6.165913...................................................... 2.919275 74.188

5.780497...................................................... 3.113919 94.406

5.411641...................................................... 3.326163 126.815

5.164734...................................................... 3.485175 155.924

4.654734...................................................... 3.867031 240.696

4.195170...................................................... 4.290649 351.114

3.780772...................................................... 4.760933 498.660

3.407399...................................................... 5.282621 691.938

3.070912...................................................... 5.861450 937.585

2.767547...................................................... 6.503954 1260.182

2.494293...................................................... 7.216474 1673.049

2.248138...................................................... 8.006625 2188.301

2.026072...................................................... 8.884186 2853.712

1.825836...................................................... 9.858497 3691.387

1.645548...................................................... 10.938603 4737.211

1.483327...................................................... 12.134882 6040.611

1.336538...................................................... 13.467635 7686.171

Note.—DFT predicts a gradual transition between the two phases.
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Jupiter

An equation of state (EoS) is a function which 
relates thermodynamic variables:  
Examples 

Ideal gas low:   ̶ (1) 

(Third-order) Birch-Murnagham EoS:  

  ̶ (2) 

Here  is the bulk modulus,  
 is the pressure derivative, and the subscript  
stands for the value at the ambient conditions 
 

p, ρ, T

p =
ρkBT

m

p =
3
2

K0(η7/3 − η5/3)[1 +
3
4

(K′ 0 − 4)(η2/3 − 1)]
η = ρ/ρ0, K

K′ 0

 relations for solid materials given by the equation of stateP − ρ



Structure equations for a spherically-symmetric body
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Equations solved for four variables –  

Hydrostatic equilibrium:   — (1) 

Mass conservation:   — (2) 

Equation of state:   — (3) 

Energy transfer:   — (4) 

Because the temperature effect on Eq. 3 is minor for solid bodies (  ), Eqs. are closed with 1–3. 

∵ Thermal expansion coefficient for mantle material   

　→ volume change is only

Mr(r), p(r), ρ(r), T(r)
dp
dr

= − ρ
GMr

r2
dMr

dr
= 4πr2ρ

p = f(ρ, T)
dT
dr

= − min( ( dT
dr )

cond

, ( dT
dr )

rad

, ( dT
dr )

conv
)

p ≃ f(ρ)

α =
1
V ( ∂V

∂T )
p

∼ 10−5 K−1

∼ 1 % /103 K



The model results for Earth-like planets
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Figure 1. Radial density profiles for 0.1, 0.2, 0.5, 1, 2, 5, and 10 M⊕ planets
(with an inner core of 6 wt% of each core) obtained by our model in the nominal
case.
(A color version of this figure is available in the online journal.)

3. Time evolution. The radius of the inner core and the
temperature at the CMB is determined by the total energy
of the inner and outer cores as described below, and the
total energy is given as a function of time by integrating
heat flux at the CMB.

The adiabatic temperature gradient in the outer core is given
by (Sohl & Spohn 1997; Yukutake 2000; Valencia et al. 2006)

∂T

∂r
= ρgγG

Ks

T , (4)

where γG and Ks are the Grüneisen parameter and bulk modulus
of the liquid core, respectively. Depth variation of γG is
calculated as γG = γG0(ρ0/ρ)q (the parameter values used are
summarized in Table 1). The density at 0 pressure ρ0OC, bulk
modulus K0OC, and its pressure derivation K ′

0OC of the outer
core are given by impurity concentration xS as

xFeS = xS
ZFe + ZS

ZS
(5)

ρ0OC =
(

1 − xFeS

ρFe
+

xFeS

ρFeS

)−1

(6)

K0OC = 1
ρ0OC

1
1−xFeS

ρFe

1
KFe

+ xFeS
ρFeS

1
KFeS

(7)

K ′
0OC = −1+ρ0OCK0OC

(
1 − xFeS

ρFe

1 + K ′
Fe

K2
Fe

+
xFeS

ρFeS

1 + K ′
FeS

K2
FeS

)
,

(8)
where xFe, xFeS, ZFe, and ZS are mass fractions of Fe and FeS
and molar weights of Fe and S, respectively.

The inner core nucleation decelerates cooling of the core by
release of gravitational energy due to the change in the density
distribution and by release of latent heat (Stevenson et al. 1983;
Gubbins et al. 2004). The light elements are kicked into the outer
core, resulting in depression of the melting point of the outer core
(Stevenson et al. 1983; Yukutake 2000). The boundary between
inner and outer cores is located at the intersection between

Table 1
Physical Properties of Mantle and Core Components We Adopted (Valencia

et al. 2007b)

Material ρ0 K0 K ′
0 γ0 q θ0 Ref.

(kg m−3) (GPa)

ol 3347 126.8 4.274 0.99 2.1 809 a
wd+rw 3644 174.5 4.274 1.20 2.0 908 a
pv+fmw 4152 223.6 4.274 1.48 1.4 1070 a
ppv+fmw 4270 233.6 4.524 1.68 2.2 1100 b
Fe 8300 164.8 5.33 1.36 0.91 998 c, d
FeS 5330 126 4.8 1.36 0.91 998 c, d

References. (a) Stixrude & Lithgow-Bertelloni 2005; (b) Tsuchiya et al. 2004;
(c) Williams & Knittle 1997; (d) Uchida et al. 2001.

adiabatic and melting curves in the core. We use Linderman’s
equation for the melting curve of pure iron,

Γ(ρ) = Γ0

(
ρ0

ρ

)2/3

exp
{

2γ0

q

[
1 −

(
ρ0

ρ

)q]}
. (9)

We also consider the depression of the melting point by
concentration of light elements. We define the melting point
of Fe–FeS alloy as

Tmelt = (1 − 2xS)Γ(ρ), (10)

and the factor (1 − 2xS) expresses the depression of the melting
point due to dissolution of light elements (Usselman 1975;
Stevenson et al. 1983). Assuming that the outer core is well
mixed by convection

xS = x0S
Mc

Mc − Mic
, (11)

where Mic and Mc are the inner core mass and total mass of the
inner and outer cores, respectively, and x0S is the initial impurity
concentration. In the nominal case, we adopt x0S = 0.1.

Given the inner core radius, we can calculate the total energy
of the core (Ecore), which is the sum of the gravitational energy
(Eg), latent heat (El), and thermal energy (Eth). As described
above, the temperature at the CMB is given as a function of the
radius of the inner core. As a result, we can obtain Ecore as a
function of the temperature at the CMB. Conversely, the radius
of the inner core and the temperature at the CMB are given as a
function of Ecore.

The energies are given by

Eg = −
∫ ric

0
4πr3ρic(r)gic(r)dr −

∫ rc

ric

4πr3ρoc(r)goc(r)dr,

El = LMic,

Eth =
∫ rc

0
4πr2ρ(r)Cp(r)T (r)dr,

(12)
where L is the latent heat released by solidification of the unit
mass of iron, which is assumed to be constant at 1.2 × 106

J kg−1 (Anderson & Duba 1997) and not to depend on the
impurity concentration in the outer core; and Cp is specific heat
with constant pressure. Both the gravitational energy and the
latent heat are released after the inner core starts to solidify.
Gravitational energy is also released by thermal contraction,
which will be discussed in Section 2.6. The total energy Ecore
decreases at a rate that is equal to the heat flux at the bottom
of the mantle (see Section 2.3). Detailed calculations of the
energies are given in Appendix C.
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Tachinami et al. (2011) Astrophys J.



Exoplanet mass-radius relations
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: ice and/or gas?r > 1.6 R⊕

: rock?r < 1.6 R⊕

Rock/Metal

Ice/Rock(/Metal)

H, He/(/Ice)/Rock(/Metal)

Zeng et al. (2019) PNAS

Points: observations 
Curves: models



Energy transfer in the interior
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Energy transfer in the planetary interior: convection and conduction 
Because convection cannot operate at the material interface, a conductive layer develops

Convection

Radiation

Interior

Atmosphere

Conduction

熱伝導 Convection

Radiation

Conduction



Conduction equation 
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Conduction flux:   ̶ (1) 

Conduction equation:   ̶ (2) 

where : thermal conductivity， : heat capacity (per unit mass) 

When  is constant, Eq. 2 can be written as    ̶ (3) 

where  is the thermal diffusion coefficient

F = − kcond
∂T
∂x

ρcp
∂T
∂t

= −
∂F
∂x

kcond cp

kcond
∂T
∂t

= κ
∂2T
∂x2

κ ≡
kcond

ρcp

Δx

ΔAF(x) F(x + Δx)



Timescale for thermal conduction
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  ̶ (3) 

Thermal diffusivity of mantle rock   ̶ (4) 

The distance  and its conduction timescale  has a relation,   ̶ (5) 

For the entire mantle  →  ! 

∴ Conductive cooling is inefficient for a planet 

∂T
∂t

= κ
∂2T
∂x2

κ ∼ 10−6 m2 s−1

l τ τ ∼
l2

κ
l ∼ 3 × 106 m τ ∼ 1011 year



Rayleigh number and convective instability
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Whether a system starts to convect is determined by the Rayleigh number , 

 = buoyancy/(heat conduction・viscosity)   ̶ (1)  

: thermal expansion coefficient, : density, : gravitational accerelation,  
: temperature difference between the top and the bottom, 
: distance from the top to the bottom, : thermal diffusion coefficient,  
: viscosity coefficient 

Criterion for instability:  

↔ Earth’s mantle 

Ra

Ra =
αρgΔTd3

κη
α ρ g

ΔT

d κ

η

Ra ≳ 103

Ra ∼ 107 − 108



Temperature profile of Earth’s interior
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http://eqseis.geosc.psu.edu/~cammon/HTML/Classes/IntroQuakes/Notes/earth_origin_lecture.html

Boundary layer

Boundary layer

Convection

Convection

Boundary layer profile:  
Temperature gradient to conduct energy  

  ̶ (1) 

Thermal conductivity:  

Convective layer profile:  
Adiabatic lapse rate 

  ̶ (2)

dT
dr

≃ (dT
dr )

cond
≡ −

Fint

kcond

kcond ≡ ρCpκ

dT
dr

≃ (dT
dr )

ad
= −

αgT
Cp



Derivation of adiabatic lapse rate (for physics students)
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Entropy change:   ̶ (1) 

Gibbs free energy change   ̶ (2),  

  ̶ (3)． 

∴   ̶ (4). (Maxwell relations) 

Substituting Eq. 4 into Eq. 1, we obtain   ̶ (5) 

Finally, substituting   ̶ (6) into Eq. 5, we obtain .  ̶ (7) 

∴   ̶ (8) →   ̶ (9)

dS = ( ∂S
∂T )

p
dT + (∂S

∂p )
T
dp =

Cp

T
dT + (∂S

∂p )
T
dp

dG = d(U + pV − TS) = Vdp − SdT

S = − (∂G
∂T )

p
, V = (∂G

∂p )
T

( ∂S
∂p )

T
= − ( ∂

∂p ( ∂G
∂T )

p
)

T
= − ( ∂

∂T ( ∂G
∂p )

T
)

p
= − (∂V

∂T )
p

dS =
Cp

T
dT − (∂V

∂T )
p
dp

α =
1
V ( ∂V

∂T )
p

dS =
Cp

T
dT − αVdp

( ∂T
∂p )

S
=

αT
ρCp ( dT

dz )
ad

=
dp
dz ( ∂T

∂p )
S

= −
αgT
Cp



Summary
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How to know planetary interior structures:  
bulk density, seismology, gravity measurements, etc. 
Earth’s interior: crust, mantle, outer and inner core 
Diversity in planetary compositions: rocky, gaseous, icy 
Planetary structure equations: 
Hydrostatic equilibrium 
Mass conservation 
Equation of state 
Energy transfer: conduction, convection, radiation



Report assignment
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Summarize your answers into a short report and submit it by the beginning of the next lecture (either 
directly, to my post-box, or by e-mail to hiro.kurokawa@elsi.jp). 

1. Thermal conduction determines the temperature profile in the boundary layer. Using the physical 
quantities given below, estimate the temperature gradient in the upper boundary layer of Earth’s 
interior (the top ~100 km). Answer with one significant digit. 

, ,  ,  

∴  

2. Let’s assume that you are a hot-spring (onsen) enthusiast and want to dig for a hot spring of your 
own. Using the result of Q1, discuss how deep you need to dig a hole in the ground.

Fint = 0.09 W ⋅ m−2 κ ≃ 1 × 10−6 m2 ⋅ s−1 ρ ≃ 3 × 103 kg ⋅ m−3 cp ≃ 1 × 103 J ⋅ kg−1 ⋅ K−1

( dT
dz )

cond
= −

Fint

kcond
= −

Fint

ρCpκ
≃ − K ⋅ km−1


