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Report assignment of the previous lecture

2

1. Given the mean surface temperature, , and the mean molecular mass, 
, Estimate the scale height of Earth’s 

atmosphere. Answer with two significant digits.  

. 

2. Estimate the pressure at the top of Mt. Everest (8,849 m). You can use the 
pressure at the sea level = 1.013×105 Pa, and the scale height from Q1. Answer 
with two significant digits. 

Given the height  and the surface pressure ,  
the pressure at the top is, 

.

T = 288 K
m̄ = 29.0 × 10−3/6.02 × 1023 kg

H =
kBT
m̄g

≃ 8.4 km

z = 8,849 m p0 = 1.013 × 105 Pa

p(z) = p0 exp(−z/H) ≃ 3.5 × 104 Pa



Course Plan
• Lecture 1: The present-day Earth (Tuesday, 4 October)


• Lecture 2: Earth's history (Friday, 7 October)


• Lecture 3: Exploration of the Solar System (Tuesday, 11 October)


• Lecture 4: Planetary structure and equations (Friday, 14 October)


• Lecture 5: Planetary atmospheres (Tuesday, 18 October)


• Lecture 6: Climate evolution, volatile cycling, and biogeochemical 
cycling (Friday, 21 October)


• Lecture 7: Planet formation (Tuesday, 1 November)


• Lecture 8: Satellite formation (Friday, 4 November)


• Lecture 9: Origins of organic materials (Tuesday, 8 November)


• Lecture 10: Water delivery to Earth (Friday, 11 November)


• Lecture 11: Stellar evolution (Tuesday, 15 November)


• Lecture 12: Exoplanet observations (Friday, 18 November)


• Lecture 13: Summary and future prospects (Tuesday, 22 November)
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Planets born hot
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Credit: Alan Brandon/Nature



Differentiation
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Atmosphere

Magma ocean

Mantle

Core

←Metal droplets

←Metal pond

Magma ocean: Molten rock layer 

Differentiation to form a core 
Metal droplet settling 

Size ~1 cm (Rubie et al. 2003, Earth Planet. Sci. Lett.) 

Accumulate on top of solidified mantle 
Because of the density difference,  
the metal pond finally becomes unstable  
and be transported to the core 
Light elements have likely to be partitioned 
in the core at this stage



Habitable Zone (HZ)
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Kasting et al. (1993) Icarus

↑Liquid water stable at planetary surfaces 
(Computed for Zero Age Main Sequence)



Atmospheric response to different irradiation levels
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Kasting (1988), Catling & Kasting (2017)

increased Rayleigh scattering. More sunlight is reflected
back to space, causing FS to decrease. The behavior of the
solar radiation is easier to visualize if one realizes that
FS = S0(1–A)/4, where S0 is the present solar constant,
1360 W m–2 in this particular calculation. Turning this
relationship around allows one to calculate the albedo
from the following.

A ¼ 1" 4FS

S0
(13.22)

The albedo can be seen to dip slightly at first and then
increase to an asymptotic value of 0.35 as the surface
temperature increases and the atmosphere becomes water-
dominated (Fig. 13.14(b)). The dashed line in the figure
shows the assumed surface albedo of 0.22. The surface
albedo was adjusted in this cloud-free model to yield the
correct surface temperature for modern Earth, given the
present solar constant.

The planetary albedo of an H2O-dominated atmos-
phere has also changed in newer models. Goldblatt et al.
(2013) calculate an asymptotic value of 0.17 at high
surface temperatures, and Kopparapu et al. (2013) calcu-
late 0.19. As explained by Goldblatt et al., the reason why
these albedos are much lower than previously found is
because the absorption coefficients for H2O are being
calculated from the new HITEMP database, which
includes weak absorption lines shortward of 500 nm that
are not found in the older HITRAN database.

13.4.5 Evolution of Venus’ Atmosphere: the
“Moist Greenhouse”

Figure 13.15 summarizes the Kasting (1988) results. The
runaway greenhouse threshold is determined by the

relationship between surface temperature Ts, and a solar
flux Seff, normalized to the solar constant. Although Seff
was calculated as a function of Ts in the model, the axes
have been inverted in Fig. 13.15 to show Ts as a function
of Seff (solid curve). Again, imagine that the Earth is
slowly sliding toward the Sun. Seff will of course increase
according to the inverse square law, Seff # S

S0
¼ r0

r

! "2.
As this happens, Ts increases, slowly at first, then

more rapidly, as the atmosphere becomes more and more
water-dominated. At Seff ffi 1.4, Ts shoots up sharply from
~600 K to ~1600 K. The critical temperature is 647 K, so
any surface temperature in excess of this is too hot to
allow liquid water. The reason that Ts levels out around
1600 K is that the moist convective layer is now suffi-
ciently optically thin that radiation from the dry convect-
ive region below it can now radiate to space. Note that
1600 K is above the melting temperature for typical
silicate rocks, so a planet in this state should have a
magma ocean at its surface, similar to that predicted for
the accretional models of Matsui and Abe (1986a, b), Abe
and Matsui (1988), and Zahnle et al. (1988). This run-
away greenhouse threshold occurs at Seff ffi 1.06 in the
newer model of Kopparapu et al. (2013).

Figure 13.15 shows something else, though, that is
even more important in terms of planetary habitability.
The dashed curve in the figure, which goes with the scale
on the right, shows the stratospheric water vapor mixing
ratio as a function of Seff. Stratospheric water vapor
increases rapidly with surface temperature, as we have
already seen in Fig. 13.13(b). When expressed in terms of
Seff, the behavior is quite dramatic: the stratosphere goes
from being dry to water-dominated as Seff increases
beyond 1.1 (or 1.015 in the Kopparapu et al. (2013)
model). Once this happens, the planet is likely to become

Early
Venus

Critical
point

loss

Figure 13.15 Surface temperature Ts
(solid curve, mapping to the left-hand
vertical axis), and stratospheric water
vapor volume mixing ratio (dashed curve,
mapping to the right-hand axis) as a func-
tion of effective solar flux, Seff = FIR/FS.
(From Kasting, (1988).)

13.4 The Runaway Greenhouse
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Bifurcation of early Venus and Earth
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Magma ocean planet

Dry Venus

Wet Earth

Venus have never had an ocean 
(runaway greenhouse state) or 
had only a short-life-time ocean 
Water lost to space

Once Earth cooled down,  
an ocean formed 
Water loss to space is limited as the 
upper atmosphere is dry

Inner boundary of the habitable zone



Earth’s atmosphere right after MO solidification
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Solubilities of C and N in the magma is low 
→ Partitioning more into the atmosphere 
than in the mantle  
(e.g., Hirschmann 2016) 

Present-day Earth’s mantle+crust contain  
CO2: a few hundreds bar, N2: a few bar 

→ Earth had a Venus-like atmosphere?
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The Organic Carbon Cycle
The organic carbon cycle begins with oxygenic photosyn-
thesis and converts CO2 and H2O into organic matter, 
CH2O, and O2. This process is reversed by respiration, 
carried out by both animals and plants, and by aerobic 
decay, performed by bacteria. This cycle is rapid enough 
to recycle all the atmospheric CO2 in ~10 years. But it 
is also in approximate balance, except for a small leak 
of organic matter into marine sediments. Burial of this 
organic matter forms a net source for O2 and a net sink 
for CO2. The O2 that is generated eventually reacts with 
fossil organic matter on the continents in a process termed 
oxidative weathering, and this closes off the long-term cycle.

British scientist James Lovelock suggested that the organic 
carbon cycle kept atmospheric CO2 concentrations high 
on the early Earth (Lovelock 1979). He dubbed his theory 
the Gaia hypothesis, named after the Greek goddess of 
Mother Earth. In Lovelock’s view, photosynthetic organ-
isms pull CO2 out of the atmosphere at just the right rate 
to compensate for gradually increasing solar luminosity. 
But this is unlikely to have been the case. The organic 
carbon cycle, which controls atmospheric O2, cannot also 
be the primary control on atmospheric CO2 because the 
feedbacks which regulate O2 are quite different from those 
that affect climate. Or, to say this another way, in order for 
atmospheric O2 to remain constant, organic carbon burial 
must be balanced by organic carbon weathering, so the 
net effect on atmospheric CO2 should be zero over long 
timescales. To be fair, later versions of the Gaia hypothesis 
included the effect of land plants on silicate weathering, 
which is part of the inorganic carbon cycle described below. 
Thus, most researchers would agree that life influences 
atmospheric CO2 levels, probably keeping them somewhat 
lower than they would be in its absence. But the funda-
mental control mechanism lies elsewhere (see Porder 2019 
this issue).

The Carbonate–Silicate Cycle
Today, atmospheric CO2 is (probably) primarily controlled 
by the inorganic carbon cycle, also known as the carbonate–
silicate cycle. It is inorganic because CO2 is not reduced to 
organic carbon, and so no O2 is produced. This cycle is 
depicted in FIGURE 1.

We begin with the weathering part of the cycle. 
Atmospheric CO2 dissolves in rainwater to produce 
carbonic acid (H2CO3). Carbonic acid is a weak acid but it is 
strong enough over long timescales to dissolve continental 
silicate rocks by the silicate weathering process. Carbonate 
rocks dissolve as well—indeed, they dissolve faster than 
do silicates—but this has little effect on long-term CO2 
concentrations because no net carbon exchange takes place 
between the atmosphere–ocean system and sediments. 
On short timescales, weathering of carbonates transfers 
CO2 from the atmosphere to the oceans, but that added 
carbon is eventually removed by carbonate precipitation. 
The by-products of silicate weathering include calcium and 
magnesium ions (Ca2+ and Mg2+), bicarbonate ions (HCO3

−), 
and dissolved silica (SiO2). These dissolved products are 
carried by streams and rivers down to the ocean where 
various organisms use them to make shells of calcium 
carbonate (CaCO3) or silica. Today, much of this carbonate 
precipitation is carried out by organisms that live in the 
surface ocean, such as the planktonic foraminifera. During 
the Precambrian, this function was performed primarily 
by benthic, mat-forming organisms, creating stromato-
lites. But carbonate would precipitate anyway, even on an 
abiotic planet, as the products of weathering—specifically, 
alkalinity ≅ [HCO3

−] + 2[CO3
2−]—accumulated in the ocean.

When organisms such as foraminifera die, they sink into 
the deep ocean. The deep ocean is slightly more acidic 
than the surface ocean, and so most of the carbonate redis-
solves. A portion of it is preserved, however, and forms 
carbonate sediments that coat parts of the seafloor. When 
this seafloor is subducted, some of the carbonate is scraped 
off, but some of it is carried down to great depths. There, 
the heat and pressure cause calcium and magnesium to 
recombine with silica (which by this time is the mineral 
quartz), reforming Ca/Mg silicates and releasing gaseous 
CO2. This CO2 is restored to the atmosphere by volcanism. 
Ignoring Mg, the entire cycle can be represented by the 
reaction

 CaSiO3 + CO2 ↔ CaCO3 + SiO2 (1)

Reaction (1) running to the right represents silicate weath-
ering plus carbonate deposition. Running to the left, it repre-
sents carbonate metamorphism, also referred to as silicate 
reconstitution. Written as is, with a double arrow, this 
reaction is sometimes termed the Urey equilibrium. The 

FIGURE 1 Diagram illustrating the carbonate–silicate cycle. 
The operation of the cycle is described in the text. 

CREDIT: KATERINA KOSTADINOVA
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Figure: Katerina Kostadinova

Ophiolite

Carbonate-silicate cycle

CO2 cycles between the atmosphere and interior (timescale  yrs) 
The primordial dense CO2 atmosphere likely removed by this cycle

∼ 106−7
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Evolution of the solar luminosity and Earth’s climate
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The Faint Young Sun Paradox (Segan & Muller 1972, Science) 

If the atmospheric composition had been unchanged with time, early earth would have been frozen 
↔ Incompatible with the geologic record

Kasting et al. (1988) Scientific Am.

on core temperature as / T4
core for the net pp chains near

Tcore= 15!106 K (Carroll and Ostlie, 2007, p. 311). The
extra energy produced within the Sun’s core must even-
tually be released at its surface, and so the Sun and other
H-burning stars get brighter as they age.

Gough (1981) expressed the results of his own solar
evolution modeling in a parametric form that remains
reasonably accurate when compared to later models
(e.g., Bahcall et al. (2001))

L tð Þ
L0

¼ 1
1þ 0:4 t=4:6ð Þ (11.3)

Here, L(t) is the solar luminosity at time t, L0 is the present
solar luminosity, and t is time before the present in units
of Ga. Equation (11.3) predicts that the Sun was 1/1.4 =
0.71 times as bright as today at 4.6 Ga and that it has
brightened roughly linearly with time since then. In real-
ity, the rate of brightening is accelerating with time. The
current rate of increase, according to eq. (11.3), is about
1% every hundred million years. Gough’s formula is
represented by the solid curve in Fig. 11.1.

An alternative to the faint young Sun is that the young
Sun shed considerable mass in a rapid solar wind so that
the Sun’s core wasn’t compressed as much as assumed
above, but this idea has not stood up to observational
scrutiny. While the theory of early mass loss has been
suggested numerous times (Boothroyd et al., 1991; Grae-
del et al., 1991; Guzik et al., 1987; Sackmann and Boot-
hroyd, 2003; Willson et al., 1987), empirical estimates of
the mass loss rate from young stars appear too small for
the theory to hold (Wood et al., 2002; Wood et al., 2005).

Wood et al. used the Hubble Space Telescope to measure
excess absorption on the blue-shifted side of the Lyman-α
emission (at 121 nm) from eight nearby young stars,
including ε-Eridani – a 400–500 million-year-old K dwarf.
They attributed this absorption to the buildup of neutral
hydrogen at the boundary of a stellar astrosphere. The
astrosphere, like the solar heliosphere, is the region of
space that is swept free of interstellar material by the
outflowing stellar wind. By using a 2-D hydrodynamic
model, Wood et al. were able to relate the intensity of
astrospheric absorption to the strength of the stellar wind.
They then correlated these data with data on x-ray emis-
sions to estimate stellar ages.

The bottom line is that young, solar-type stars do
indeed have winds that are ~ 1000 times stronger than
the solar wind; however, these winds decrease in intensity
rapidly as the star ages. Figure 11.2 shows cumulative
solar mass loss with time. As one can see, the best
estimate for the total mass loss for the Sun is about
0.6% of a solar mass (Mo), with an upper limit of about
0.03 Mo. The Sun’s luminosity is roughly proportional to
M 4.5 (eq. (2.4)). Furthermore, if the mass loss is not too
rapid, a planet’s semi-major axis, a, should expand so as
to conserve angular momentum, giving a ~ 1/M. The solar
flux, F, incident at a planet’s orbit obeys the inverse
square law: F ~ a&2. Putting all of this together yields
F ~ M 6.5. Thus, a young Sun that was 3% more massive
than today should have been brighter than the standard
solar model by 1.036.5 ' 1.19, i.e. a 19% increase. This is
roughly half the amount needed to compensate for the
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Figure 11.1 Diagram illustrating the faint young Sun problem. The
solid curve labeled “S/S0” represents solar luminosity S relative to
today’s value S0 (right-hand scale). The two dashed curves repre-
sent Earth’s effective radiating temperature, Teff, and its global
mean surface temperature, Ts, as calculated using a 1-D climate
model. The temperature difference between Ts (upper dashed
curve) and Te (lower dashed curve) at any time is a measure of
the greenhouse effect. A constant CO2 concentration of 300 ppmv
was assumed. (From Kasting et al. (1988).)
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Figure 11.2 Estimated cumulative mass loss from the Sun, based
on observations of Lyman-α absorption in the astrospheres of
nearby solar-type stars. The shaded area represents the range of
uncertainty in the calculations. (From Wood et al. (2002). Repro-
duced with permission. Copyright 2002, American Astronomical
Society.)
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Climate stabilization by carbonate-silicate cycle
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CO2þH2O$ H2CO3 (11.11)

Carbonic acid is not a strong acid, i.e., it does not dissociate
completely to yield two H+ ions plus carbonate ion, CO3

2–.
Rather, when CO2 is dissolved in pure water, the H2CO3

partly dissociates into one H+ ion plus a bicarbonate ion,
HCO3

". (An exception occurs in alkaline-buffered solu-
tions with pH > 10.3, where dissociation proceeds so that
the carbonate ion, CO3

2– dominates). When CO2 dissolves
in rainwater, the fluid is acidic and strong enough to dis-
solve silicate rocks on the continents. If we represent all
silicates by the simple silicate mineral, wollastonite
(CaSiO3), we can write silicate weathering as follows.

CaSiO3þ2 CO2þH2O! Ca2þ þ 2 HCO"
3 þSiO2

(11.12)

Here, SiO2 represents dissolved silica. Once formed,
these byproducts of weathering are carried by rivers to
the ocean. There, organisms that live in the surface ocean,
e.g., planktonic foraminifera, use the calcium and bicar-
bonate to make shells out of calcium carbonate (CaCO3).
This process is carbonate precipitation.

Ca2þ þ 2 HCO"
3 ! CaCO3þCO2þH2O (11.13)

When the organisms die, they sink into the deep ocean.
Most of the calcium carbonate redissolves, because the
deep ocean is more acidic than the surface ocean as a
result of the downward flux and subsequent oxidation of
organic matter. Some of the calcium carbonate survives,
however, and forms sediments on the seafloor. The net
result of silicate weathering and carbonate precipitation
can be determined by adding equations (11.12) and
(11.13) together to get

CaSiO3þCO2 ! CaCO3þSiO2 (11.14)

What we care about here is the fate of the carbon. The
carbonate sediments are mobile because the seafloor
moves. It is continually created at the midocean ridges,
spreads slowly away from there at a few centimeters per
year, and then at certain plate boundaries it is subducted
back into the mantle. Some of the carbonate is scraped off,
but some of it is carried to great depths with the subducted
slab where temperatures and pressures are much higher.
Under these conditions, calcium (and magnesium) carbon-
ates recombine with SiO2, which by this time is the min-
eral quartz, to reform calcium and magnesium silicates.
The name given to this process is carbonate metamorph-
ism. Schematically, it can be represented as follows.

CaCO2þSiO2 ! CaSiO3þCO2 (11.15)

Rainfall

Silicate
weathering

rate

Figure 11.5 Diagram illustrating the negative feedback loop
between atmospheric CO2 and climate that is part of the
carbonate–silicate cycle. (From Kasting (2010). Reproduced with
permission. Copyright 2012, Princeton University Press.)

Figure 11.4 Diagram illustrating the
carbonate–silicate cycle. (From Catling
and Kasting (2007).)

11.4 Solving the Faint Young Sun Problem with CO2
305
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Kasting (2010)

The carbonate-silicate cycle 
moderates temperature changes due 
to external influences (including the 
solar luminosity evolution) (Walker et al. 
1981) 

This negative feedback is thought to 
have compensated the faint young 
sun



A reducing atmosphere on early Earth?
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Preferred before the development of modern planet formation theory… 
Beneficial for prebiotic organic chemistry (Miller’s experiments)  
A CH4-NH3 atmosphere can compensate the faint young sun, but… 

Chemical equilibrium with the magma ocean leads to a CO2-N2 atmosphere 
NH3 is short-lived due to photodissociation (Kasting, 1982; Kuhn & Atreya, 1979)

The Astrophysical Journal, 792:90 (15pp), 2014 September 10 Domagal-Goldman et al.
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Figure 1. (a) UV stellar energy distributions for σ Boötis (F2V), the Sun (G2V),
ε Eridani (K2V), AD Leonis (M3.5V), and GJ 876 (M4V) for a planet receiving
the integrated energy Earth receives from the Sun (1360 W m−2), with a slight
correction applied to account for how the albedo of a planet will change around
different star types (after Segura et al. 2005). (b) Absorption cross sections for
CO2, O2, and O3, corresponding to Reactions (R1), (R2), and (R4), respectively.
The two panels are on the same scale, allowing estimates of the relative rates of
these photolysis reactions expected around the stars studied here.
(A color version of this figure is available in the online journal.)

of Earth and early Mars (Sagan & Mullen 1972). O atoms can
be liberated from CO2 via photolysis:

CO2 + hν(λ < 175 nm) → CO + O. (R1)

Atomic O thus created through Reaction (R1) or photolysis
of other O-bearing gases may recombine to form O2, and
eventually O3. The distribution of those O atoms between O2
and O3 is critical to the concentration of either species and
is controlled by four reactions that are very well known from
research on Earth’s O3 layer. This set of reactions is collectively
known as the Chapman mechanism:

O2 + hν(λ < 240 nm) → O + O, (R2)

O + O2 + M → O3 + M, (R3)

O3 + hν(λ < 340 nm) → O2 + O, (R4)

O + O3 → O2 + O2. (R5)

Here hν represents photons of the indicated wavelength (ν =
c/λ, c = speed of light), and the “M” in Reaction (R3) is a
third molecule that only participates in the reaction to carry off
excess energy but is not consumed in the reaction. Because
reactions (R1), (R2), and (R4) require photons of different
energy levels (see also Figure 1), both the abundance and
distribution of O atoms between O, O2, and O3 is subject to
the wavelength-dependent stellar flux of the planetary host star.

O3 concentrations should be particularly dependent on the
wavelength distribution of the ultraviolet (UV) photons emitted
by the host star (Figure 1). Far-UV (FUV, λ < 200 nm) photons
drive CO2 and O2 photolysis and subsequent O production (R1)

and therefore O3 production (R2). By contrast, ozone destruc-
tion (R4) is primarily driven by mid-UV (MUV, 200 nm < λ <
300 nm) photons and can additionally be driven by near-UV
(NUV, 300 nm < λ < 440 nm) and visible (∼440–800 nm)
photons (Sander et al. 2006). Because the sources and sinks
of ozone drive the amount of O3 in an atmosphere, both FUV
(O3 production) and MUV–NUV-visible radiation (O3 destruc-
tion) will have a significant impact on O3 concentrations. FUV
photons are primarily produced by processes that correlate
with stellar activity (Pace & Pasquini 2004), and MUV–NUV-
visible photons are primarily generated from a star’s blackbody
radiation.

By definition, planets that are in the habitable zones of cooler
stars absorb similar total amounts of energy as planets in the
habitable zones of Sun-like stars (Kopparapu et al. 2013), but the
wavelength distribution of that energy will be different. Cooler-
type stars such as main-sequence M stars (M dwarfs) produce
relatively less NUV radiation than the Sun but can produce
comparable amounts of, or in some cases more, FUV radiation
(Walkowicz et al. 2008; France et al. 2012, 2013). Hotter-type
stars such as main-sequence F stars have more radiation across
the UV than the Sun, but this increase is more prevalent in the
FUV. As a result, the FUV contributions to the stellar energy
distributions of both M- and F-type stars can be much higher that
that of the Sun, and planets in the habitable zones of these stars
can accumulate greater amounts of atmospheric O2 and O3. This
has been demonstrated for biologically mediated, oxygenated
atmospheres similar to modern Earth (Selsis et al. 2002; Segura
et al. 2003, 2005, 2010; Rugheimer et al. 2013). However, the
most likely atmospheric composition for rocky habitable planets
is CO2, H2, and N2 (e.g., Zahnle et al. 2010; Seager & Deming
2010). Selsis et al. (2002) were the first to study the potential
for O2 and O3 to accumulate on planets devoid of life, but their
work did not properly account for sinks of these gases (Segura
et al. 2003). Tian et al. (2014) found a similar result using
the spectrum of the M dwarf GJ 876. Neither of those studies
systematically studied the effects of atmospheric composition
on the accumulation of detectable O2 and O3 or included hotter-
type stars in the study. The lack of this parameter coverage
limited the ability of these prior studies to discriminate between
false and true positives for life.

Considering a wide range of possible planetary atmospheric
compositions is critical, because sinks for O2 and O3 are
primarily controlled by the chemical context of the atmosphere
and oceans. In anoxic atmospheres, the greatest sinks for O2
and O3 are reactions with reduced radicals in the atmosphere,
such as

CH3 + O2 → H2CO + OH. (R6)

As the concentration of reduced species such as CH4 in-
creases in the atmosphere, so do the concentrations of radicals
such as CH3, and these should react with O2 and O3, keeping
their concentrations low. It is therefore very difficult to maintain
high levels of O2, O3, and CH4 (or other reduced gases) in the
atmosphere simultaneously. Major abiotic sources of reduced
species include volcanic outgassing of H2 and submarine pro-
duction of CH4, and their sinks are primarily determined by the
redox state of the oceans. These are ultimately controlled by
the redox state of the atmosphere and by the redox state of the
oceans. Including the effects of the redox state of the oceans
becomes critical for such simulations, and we developed a new
methodology to ensure redox balance of the atmosphere–ocean
system.

2

Domagal-Goldman et al. (2014) Astrophys. J.

CO2 dissociation
NH3 dissociation

CH4



Late accretion and its influence on climate

14

Lunar crater record and geochemical signature (highly siderophile elements) in  
Earth’s mantle suggest early Earth had been bombarded by frequent impacts 
A transient reducing atmosphere could have formed after such impacts



Biogeochemical cycling

15

Life is not just a consequence of abiotic cycling of matters 
Both biotic and abiotic processes take part in cycling of elements including C, H, N, O, P, and S

4

rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20170401

........................................................
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Figure 2. The combined surface and deep Earth nitrogen cycle. Abiotic &uxes are shown in red, biological &uxes are shown
in blue. Norg, organic nitrogen; Nsed, N incorporated into sediments; DIN, dissolved inorganic nitrogen.

Organic N is released as ammonium (NH+
4 ) during degradation of biomass, which is quickly

recycled and re-assimilated. In the presence of oxygen, ammonium can also be oxidized to nitrite
and nitrate, which provide an additional source of DIN to the biosphere. A significant amount
of this DIN is returned to the atmosphere via anaerobic processes in oxygen-minimum zones
(e.g. [30]). Over geologic time scales, small amounts of fixed nitrogen can escape biological
recycling and be buried in the sediments [31]. During burial, nitrogen-bearing rocks can undergo
metamorphism, which returns a significant fraction of the nitrogen back to the atmosphere
(e.g. [32]). The remainder of sedimentary N is subducted, along with ammonium from altered
oceanic lithosphere [22,33], forming the primary flux of N from the surface to the deep.

Once subducted, the fate of N in the mantle is less clear. Recent experimental and theoretical
constraints suggest that the speciation of nitrogen is highly variable under a range of mantle redox
and pH conditions, e.g. with ammonium dominating over molecular N2 under more reducing
mantle conditions [34–36]. Nitrogen speciation in the mantle is critical to the volcanic resupply of
N2 to the surface environment, because molecular N2 is likely to be outgassed, while ammonium
could be stored in mineral phases in the deep Earth [36]. These constraints indicate that the
storage capacity for N in the mantle could be significantly larger than previously recognized (e.g.
[37,38]). For example, recent estimates suggest that silicate minerals in Earth’s interior could store
up to 50 times present atmospheric levels of nitrogen [39].

The capacity for Earth’s mantle to store large reservoirs of N in the form of ammonium-bearing
silicates could provide a mechanism for changing atmospheric pN2 over geologic time scales. As
above, the drawdown of N2 from the atmosphere into sediments is fundamentally controlled by
the operation of the biogeochemical N cycle; once subducted, the fate of sedimentary and igneous
N depends on conditions in the mantle wedge, including the redox state of associated fluids. Both
of these parameters have evolved over geologic time, alongside chemical and biological evolution
at Earth’s surface. Zerkle & Mikhail [18] estimated that the increasing efficiency of the global
biosphere could have driven the burial of organic N up to 50% of modern levels by the early
Proterozoic (figure 1b). Notably, these estimates assumed a conservative burial efficiency of 10%,
similar to the modern, but burial rates could have been even higher under the anoxic depositional
conditions of the Precambrian deep oceans (e.g. [40]). Recent models of atmospheric N2 dynamics
suggest that large changes in N2 fixation into biomass coupled with significantly higher overall
rates of biomass burial could draw down pN2 to values less than 0.5 bar by 2.7 Ga [10].

An example: deep N cycling initiated by biotic N2 fixation

Zerkle (2018) 
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The Great Oxidation Event at 2.4 Ga is the most well-
known example of biotic impacts on Earth’s 
environment 

A CH4-rich atmosphere caused by methanogens 
(microorganisms that produce CH4) in the Archean is 
another possibility 

Atmospheric N2 level as well? 

We actually do not know how Earth would look like if 
life never emerged on Earth…

Hypothetical Archean Earth covered by organic haze 
‘Pale Orange Dot’ (Arney et al. 2016)



CONCLUSIONS AND OUTLOOK
The general view that emerges is an Archean atmosphere devoid of O2

and enriched in CO2 and CH4 greenhouse gases that countered the
FYS. N2 was a bulk gas, but proxy data, although debated, suggest that
N2 levels were similar to today or possibly a factor of a few lower,
which, if correct, requires understanding of how the nitrogen cycle
operated differently in an anoxic world.With the present information,
a schematic overview of atmospheric evolution is shown in Fig. 5A.

The Archean climate was probably mostly moderate (Fig. 5B). Al-
though some argue for a hot Archean climate, glacial rocks at 2.7, 2.9,
and 3.5 Ga ago and recent isotopic analyses call that idea into question;
indeed, our current understanding of feedbacks in the geologic carbon
cycle suggests surface temperatures within 0° to 40°C.

Reconstructing the history of O2 is informed by proxies, but they are
often indirect. Once cyanobacteria evolved, local or regional oxygen oa-
ses in lakes or shallow seawater are possible, and various redox-sensitive
proxies suggest that these oases actually existed by 3.2 to 2.8 Ga ago
under globally anoxic air. The newest relevant data are mass fractiona-
tions of xenon isotopes, which gradually increase through the Archean
relative to initial solar values. These data are best explained by xenon
escaping to space as an ion dragged out by hydrogen originating pho-
tolytically from an anoxic atmosphere enriched in methane until
the GOE.

Despite improved knowledge of theArchean, a relative dearth of un-
contested data that constrain basic environmental variables, such as Ar-
chean seawater pH, climatic temperature, barometric pressure, and
changing levels of the greenhouse gases CO2 and CH4 through time,
means that more proxy development and measurements are critical.
It is also implausible that the Archean—one-third of the history of
Earth—had a constant climate. However, our knowledge of Archean
climatic variability is meager.

The biosphere was surely a major influence on Archean atmo-
spheric composition, as it is today. Consequently, resolving when
key biological innovations evolved—such as nitrogen fixation, metha-
nogenesis, anoxygenic photosynthesis, and oxygenic photosynthesis—
and understanding their influence are essential for improvingmodels of
atmospheric evolution.

This understanding may help us interpret future exoplanet data be-
cause atmospheres on other rocky Earth-sized worlds would initially be
anoxic. On Earth, oxygenic photosynthesis evolved only once, perhaps
because of its biochemical complexity (249). Consequently, if life exists
elsewhere, inhabited planets withArchean-like atmospheresmay be the
most common type. So, determiningwhat theArchean atmosphere was
made of, and the influence of life, could help us distinguish biogenic
gases in exoplanet atmospheres and so find life elsewhere (2, 250).

Last, the connection between atmospheric evolution and debated
trends in solid Earth evolution was outside the scope of this review.
However, quantifying temporal changes in land area, surface rock
composition, weathering, the size of volcanic and metamorphic fluxes
of gases, and the redox evolution of outgassing all need further devel-
opment to understand their implications for Earth’s atmospheric evo-
lution or to extrapolate to exoplanets.
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Fig. 5. An overview of post-Archean atmospheric evolution in the context of
biological evolution and constraints onmeanglobal temperature in the Archean
(see text) in the context of the glacial record. (A) Uncertainties on gas concentra-
tions are a factor of a few ormore as detailed in Table 1, the text, and the other figures.
Dinitrogen may have tracked O2 levels due to an oxidative weathering and de-
nitrification source of N2, but pN2 changes are debated. Methane was oxidized as O2

rose but could havebeenprotected subsequently under an ozone layer, depending on
post-Archean CH4 source fluxes. The secular decline of CO2 is a feedback effect in the
geological carbon cycle induced by decreasing solar luminosity. (B) Constraints on Ar-
chean mean global temperature. Vertical blue bars denote that glacial rocks exist,
noting that the durations of glaciations in the early Proterozoic and earlier are poorly
known. Neoproterozoic and Phanerozoic glaciation ages are from (266, 267). A pro-
posed Mesoproterozoic glaciation (268) is not plotted because its age is disputed
and possibly Sturtian (269). Cenozoic glaciations only occur at a global mean tempera-
ture below ~20°C. Red arrows on the Archean glaciations are amore conservative 25°C
upper limit, taking into account of the possible effects of different land configurations
and lack of vegetation. Low CO2 during the Phanerozoic (A) correlates with glaciations
(B), such as Carboniferous-Permian ones, 335 to 256Ma ago. Precambrian greenhouse
gasesmust also have fluctuated, but the amount is unknown and so not reflected in (A).
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idea that atmospheric oxygen that dissolved in the cold
glacial oceans would have remineralized considerable
organic carbon, creating a CO2-charged ocean that was a
precursor to cap carbonates (Peltier et al., 2007). Alterna-
tively, cap carbonates are posited to originate from CO2

produced by the oxidation of methane released from
clathrates that were destabilized during post-glacial sea-
level rise (Kennedy et al., 2008). However, carbon iso-
topic evidence of methane is lacking in cap carbonates,
except for two locations in South China where the isotop-
ically depleted carbon in late-stage cement is apparently
hydrothermal (Bristow et al., 2011).

11.10.3 Triggering a Snowball Earth
One of the great mysteries of Snowball Earth episodes is
the question of what triggers them. In one sense, the
answer is easy: ice–albedo feedback (Budyko, 1969;
Sellers, 1969). As the climate cools, the polar ice caps
extend further and further towards the equator. Ice and
snow are highly reflective, so the albedo increases, caus-
ing the planet to absorb less and less solar radiation. This
creates a positive feedback loop (Fig. 11.15), which is
known to have been a key factor in amplifying the glacial-
to-interglacial cycles of the Pleistocene Epoch (Lorius
et al., 1990). As long as the ice caps remain sufficiently
small, this feedback does not destabilize the climate
system. But if the edge of the ice caps reaches roughly
25o latitude, in simple models at least, ice albedo feed-
back takes over and the oceans should freeze entirely
(Fig. 11.16). The calculations shown here are from Cal-
deira and Kasting (1992b), but they are similar to those
carried out originally by Budyko and Sellers. All of these
calculations were performed using energy-balance cli-
mate models (EBMs), the theory of which is well
described by North (1975). In more complicated global
climate models, in which ice albedo is allowed to vary
with latitude, a stable waterbelt state may exist (Abbot
et al., 2011; Voigt and Abbot, 2012). This solution is

similar in some ways to the “thin-ice” solution, which we
discuss in Sec. 11.10.5. In general, GCMs show that sea-
ice dynamics can promote Snowball Earth episodes by
equatorward movement of ice, while meridional heat
transport by the atmosphere and ocean, along with the
latitude-dependent albedo of ice, act to prevent a Snow-
ball (Voigt and Abbot, 2012; Yang et al., 2012a, b).

To trigger the ice–albedo catastrophe, something
needs to make the climate cold enough to allow the polar
caps to extend down to 25o latitude. Hoffman et al. (1998)
suggested that this climatic cooling was initiated by
drawdown of atmospheric CO2 caused by increased burial
of organic carbon. The evidence for this hypothesis
was positive δ13C values in carbonates found below
the glacial deposits. As we saw in Sec. 8.5, positive
δ13C values in carbonates correspond to increased burial
of isotopically light organic carbon. In Hoffman’s model,
the increase in organic carbon burial was caused, at least
in part, by the creation in new continental shelf area
during the breakup of the Rodinia supercontinent, starting
at ~ 800 Ma. The carbon isotope story is complicated,
though, because in many locations the δ13C values
decline sharply below the actual glacial horizons, indicat-
ing either that the marine ecosystem had already collapsed
prior to the glaciation or that isotopically light carbon,
possibly methane, was being added to the system
(Hoffman and Schrag, 2002). Tziperman et al. (2011)
hypothesize a mechanism involving enhanced export of
organic matter (driven by diversification of eukaryotes)
and its anoxic remineralization in the deep ocean by
sulfate or iron-reducing bacteria. The process lowers

Figure 11.15 Diagram illustrating the snow/ice–albedo feedback
loop.

Figure 11.16 Diagram illustrating climate relationships for a hard
Snowball Earth. Solid curves show the extent of the ice line (the
equatorward extent of the polar caps) as a function of effective solar
flux, Seff = S/So, and CO2 partial pressure. Dashed curves show
regions where the climate system is unstable, indicating that global
glaciation should occur. (From Caldeira and Kasting (1992b).)

11.10 The Neoproterozoic “Snowball Earth” Episodes
321
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Surface temperature as a function of surface pressure of the CO2 atmosphere

: Solar flux on current Mars 
(  at 4 Ga)
S0

S/S0 = 0.7

Wordsworth (2016)

Generally, the HZ depends on the 
atmospheric composition (greenhouse 
effect) 

For CO2 atmospheres, condensation of 
CO2 (atmospheric collapse) limits the 
extent of the outer edge of the HZ 

Early Mars is outside the HZ for 
planets with CO2 atmospheres

EA44CH15-Wordsworth ARI 10 June 2016 9:3

Finally, one independent constraint on atmospheric pressure comes from the size distribution
of craters on ancient terrain. In a thick atmosphere smaller impactors burn up before they reach
the surface, so observation of the smallest craters leads to an upper limit on atmospheric pressure.
Recent analysis of the Dorsa Aeolis region near Gale Crater using this technique has led to an
approximate upper limit of 0.9–3.8 bar on atmospheric pressure 3.6 Ga (Kite et al. 2014).

To summarize, many aspects of Mars’s atmospheric evolution are highly uncertain. It is likely
that Mars had a thicker CO2 atmosphere in the late Noachian. This atmosphere could have
been as dense as 1–2 bar, but likely no more than this. If the early atmosphere was denser than
approximately 0.5 bar, it cannot have all escaped to space and the difference will now be buried
in the deep crust as carbonate. Several recent studies have suggested that this reservoir may be
small, but the observational search for carbonate deposits on Mars should continue, along with
theoretical study of the interaction between atmospheric CO2 and pore water in deep martian
hydrothermal systems.

3.2. The Failure of the CO2 Greenhouse
Constraining the early atmospheric CO2 content is necessary to build a complete picture of the
Noachian climate, but it is not sufficient. In a seminal paper, Kasting (1991) demonstrated that
regardless of the atmospheric pressure, a clear-sky CO2-H2O atmosphere alone could not have
warmed early Mars. There are two reasons for this. First, CO2 is an efficient Rayleigh scatterer,
so in large quantities it significantly raises the planetary albedo. In addition, CO2 condenses
into clouds of dry ice at low temperatures. As surface pressure increases this leads to a shallower
atmospheric lapse rate, reducing the greenhouse effect (Figure 3). At high enough CO2 pressures,
the atmosphere collapses on the surface completely. This conclusion, which was reached by Kasting
using a one-dimensional clear-sky radiative-convective climate model, has recently been confirmed
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Figure 3
The two plots that began the modern era of research on the early martian climate (from Kasting 1991). (a) Temperature-pressure
profile for the early martian atmosphere assuming a surface pressure of 2 bar. The dashed line shows the case where CO2 condensation
is (correctly) included, leading to a weaker greenhouse effect. (b) Surface temperature versus pressure produced from a clear-sky
one-dimensional radiative-convective climate model for several values of solar luminosity relative to present day. The dashed line shows
the saturation vapor pressure of CO2. Note that these surface temperatures are now regarded as overestimates, due to the problems in
representation of the CO2 collision-induced absorption described in Halevy et al. (2009) and Wordsworth et al. (2010).
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No (limited) additional greenhouse gas 
→ Frozen early Mars

Sufficient additional greenhouse gas 
→ Ocean-covered early Mars
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combination of cooling of the core and
growth of a solid inner core (13). The core
formation process likely imparted sufficient
internal energy to superheat the molten core
by several hundred degrees and to initiate a
dynamo in the earliest Noachian (13, 52).
Arguments favoring a dynamo that was ac-
tive in the Early Noachian but had ceased by
Late Noachian or Early Hesperian include
the pronounced concentration of regions of
high magnetization in Noachian terrain
(15, 48, 49), a lack of correlation of mag-
netic anomalies with Hesperian or younger
volcanic units or impact structures, and the
observation of magnetic carriers within
carbonates formed 3.9 Ga or earlier in
martian meteorite ALH84001 (53). Sever-
al hypotheses can account for termination
of the dynamo action, including loss of
core heat (52), rapid solidification of most
of the core (13), and a change in the
efficiency of mantle convection to transport
heat lost from the core (54). That some
portion of the core is presently fluid, on the
basis of the response of Mars to solar tides
(55), provides a limit to core thermal history
models but does not distinguish among these
proposals.

The processes responsible for the ob-
served magnetization of the crust are un-
certain. The amplitude of the strongest
magnetic anomalies implies that the specific
magnetization in such areas is comparable to
or greater than the highest common values
in Earth’s crust and that the vertical extent of
coherent magnetization is several tens of
kilometers (48, 56, 57). The elongated shape
of some magnetic anomalies has led to the
suggestion that magnetization in such regions
was acquired during crustal spreading (48) or
during the cooling of long dike swarms (58).
Hydrothermal metamorphism has been
postulated as a source of magnetization
(59), and hydrothermal activity has been
invoked to account for an apparent spatial
correlation (60) between high magnetization
and water-carved valley networks (61).

If large portions of the Early Noachian
crust of the northern hemisphere were once
magnetized as strongly as the areas of large-
amplitude anomalies in the southern uplands,
then some process must have weakened the
magnetization. Burial by sediments and
postdynamo lavas can reduce the anomaly
magnitudes, but the preservation of topo-
graphic signatures of Early Noachian impact
features limits the thickness of superposed
younger sedimentary and volcanic material to
1 to 2 km, except in the central regions of
the largest impact basins (38). Given such a
limit, as long as the thickness of magnetized
material beneath the northern lowlands was
originally comparable to that in the areas
of strongest magnetic anomalies, Noachian
magnetization at wavelengths seen in the

southern highlands should be detectable by
orbiting spacecraft. Reheating by postdynamo
volcanism and intrusion is probably also only
a small contributor, because cooling of thin
flows occurs rapidly without deep penetra-
tion of heat, and intrusions are unlikely to
have demagnetized the crust on vertical
scales comparable to the thickness of coher-
ent magnetization (62).

Formation of Tharsis
By the end of the Middle Noachian at
È3.8 Ga (4), much of the magmatism and
associated deformation of the crust and litho-
sphere on Mars had become focused within
the Tharsis province, a generally elevated
(Fig. 1B) area occupying È25% of the
surface (63, 64). Tharsis likely originated as
a center of concentrated activity after the
establishment of the hemispheric difference

in crustal thickness (Fig. 1C), on the basis of
the age and global extent of the dichotomy
and the indication from magnetic anomalies
(Fig. 1D) that Tharsis volcanic units were
emplaced on older magnetized crust (62).
Patterns of uplift and volcanism in Syria
Planum (Fig. 3A) and Thaumasia (65),
layered deposits at least 8 km thick in the
walls of Valles Marineris interpreted to be
solidified magma (66), and evidence from
gravity-topography relations for widespread
crustal underplating (34) in the region are
consistent with heating and melt generation
across a broad zone of the mantle beneath
Tharsis. The erupted and intruded magmatic
material grew to exert a large downward
load on the lithosphere. Comparison of
models of lithospheric strain with observed
deformational features suggests that by Late
Noachian, the lithospheric load at Tharsis

Fig. 1. (A) Map of martian surface units grouped on the basis of age (1–3). Units
transitional between Noachian and Hesperian and between Hesperian and Amazonian
have been included in the younger of the two epochs. Areas in white are impact craters
and their ejecta deposits. (B) Topographic map of Mars (32, 33) with major regions
noted. On facing page: (C) Crustal thickness on Mars (32) for a density contrast at the
crust-mantle boundary of 600 kg/m3. (D) Radial component of the magnetic field
arising from crustal magnetic anomalies on Mars (105) at an altitude of 400 T 30 km.
(E) The eight largest closed drainage basins on Mars, deduced from current topography
and distinguished by color (102); boundaries are equivalent to continental divides on
Earth. Arrows denote overflow points for each basin. All maps are in Mollweide
projection, with 180- longitude at the central meridian.
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Lack of plate tectonics → Old crust still remains 
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Figure 2 | Topography, geology and distribution of valleys and deltas onMars. a, Topography of Mars with superimposed deltas connected to the
northern plains (red squares) and in closed basins (green triangles and blue diamonds, see the Methods section). Some of the 52 deposits are located too
close to each other and thus overlap at this map scale (see Supplementary Table S1 for the complete list of deposits); the white contour indicates the
equipotential surface S . b, Martian valley networks (black lines)8 in relation to the three main geological epochs30,31 (main craters in yellow). c, Elevation
of the deltas as a function of longitude and the equipotential surface S (red line) inferred by considering only open deltas (S0, red dashed line, indicates the
mean highstand level of all of the 52 deltas); the error bars indicate the maximum water excursion for each delta. The grey dots represent elevation values
extracted from the ‘Arabia shoreline’4 and the black dashed line the linear trendline of these values.

NATURE GEOSCIENCE | VOL 3 | JULY 2010 | www.nature.com/naturegeoscience 461

urfacing effects after most of the valleys formed some 3.5 Ga
ago or more, as discussed by Irwin and Howard [2002],
Craddock and Howard [2002], and Hoke and Hynek [2009].
From these observations, we conclude that our new global
map on the basis of THEMIS daytime IR and MOLA data
represents most of the valleys on Mars. Certainly, there are
local exceptions such as those noted byMangold et al. [2004,
2008]. Although more detailed local to regional analyses may
supersede our mapping, this work likely represents the global
standard until higher‐resolution global imagery is obtained.
[10] The valleys were manually mapped using similar

determining characteristics to those of Carr [1995] for direct
comparison (i.e., sublinear, erosional channels that form
branching networks, slightly increasing in size downstream
and dividing into smaller branches upslope). Valleys are
typically hundreds of meters to 20 km wide and up to a few
hundreds of meters deep. We mapped valleys as vector‐
based lines within the ArcGIS software, which were iden-
tified in THEMIS daytime IR (231 m/pixel), MOC wide
angle (231 m/pixel), and Viking images (tens to hundreds of
meters/pixel; generally ∼250 m/pixel), plus topographic data
from MOLA (∼500 m/pixel). At low latitudes, we used an
equidistant cylindrical projection, and at mid to high lati-
tudes, we used sinusoidal and polar stereographic projections,
respectively, to represent and analyze the data. Topographic
troughs that had a visual indication of valleys formed by
fluvial processes were traced, and adjoining ones were
connected into networks. A confidence factor was included
for each valley segment that denoted the likelihood of the
trough being formed by fluvial processes, on a scale of 1 to
3. Number and total length of valley segments plus other
network properties (e.g., stream order) were computed
within the geographic information system (GIS). We then
used the GIS software for the morphometric, topological,
comparative, and statistical analyses discussed in the next
paragraphs.

[11] Our approach of manual mapping of valleys is a
tedious and somewhat subjective process that can be influ-
enced by albedo variations and image quality. This is par-
tially abated by using the THEMIS daytime IR mosaic and
MOLA data as our primary bases for mapping, which pro-
vide uniform resolution and lighting conditions. While a
number of automated routines to globally map valleys have
been attempted with MOLA gridded data and other products
[e.g., Molloy and Stepinski et al., 2007; Luo and Stepinski,
2009], these have even greater limitations. Particularly,
some of these use the D8 algorithm to determine downhill
direction in the MOLA data and thus map out valleys [e.g.,
Stepinski and Collier, 2004]. However, the resolution of the
MOLA data is too coarse to resolve many of the smaller
features. The size of the smallest valley the algorithm can
detect is limited by the resolution and completeness of the
gridded MOLA data at a given latitude. At the equator, one
MOLA pixel is ∼500 m on a side. The smallest valley that
can be reliably resolved is ∼3 km wide (6 pixels). However,
this assumes that there is complete coverage. Because of the
orbit of the Mars Global Surveyor, approximately 60% of
the pixels in the MOLA gridded data at the equator are
interpolated, which often eliminate the signature of a few‐
kilometer‐wide valley. Indeed, Molloy and Stepinski [2007]
found that their MOLA‐based algorithm identified on aver-
age 69% of the valleys they could manually identify in
THEMIS images. Missing ∼1/3 of the valleys, particularly all
the smaller ones, results in an incomplete picture of fluvial
processes on Mars. Further, MOLA data have higher spatial
resolution and more complete coverage toward the poles, and
this would bias the geographic detection of valleys.
[12] Recently, Luo and Stepinski [2009] created the most

complete global map of Martian valley networks using an
automated routine and MOLA gridded data. Valleys were
mapped by delineating troughs detected in the MOLA data
and then manual editing of this map to remove spurious

Figure 2. Comparisons of Luo and Stepinski’s [2009] (orange) automated detection of valleys versus
this study (blue), with manual mapping in THEMIS daytime IR and MOLA data. More valleys were
detected in this study, particularly the smaller tributaries, and this is likely a factor of the coarser data used
in the automated detection method. (a) Apollinaris Patera (roughly centered at 175°E, 9°S). (b) Valleys
around 48°E and 9°N.
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Vellay network mapping Valley network distribution (black)

Hynek et al. (2010) J. Geophys. Res. Di Achille & Hynek (2010) Nature Geosci.

Formed in the Noachean (4.2–3.5 Ga) 

Requires  of water flow (Kite et al. 2019, Space Sci. Rev.) → There were transient warm periods at least> 105 yr
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Figure 1 |Data and methodology used for the analysis of the martian deltaic deposits. Left: Context image of a sedimentary deposit in Nepenthes
Mensae (No 14 of Supplementary Table S1). The dots indicate the location of the available MOLA-shot measurements. Right: The topographic profile AB
shows the morphometry of the deposit (left panel for location). The bottom schematic diagram illustrates the morphometric indicators used for the
extraction of the elevation values for each delta. The error bar defines the maximum water level excursion; the black square corresponds to the delta front
(mean water highstand). See the Methods section for explanations.

complete closure within and along the margins of the northern
lowlands (Fig. 2 and Supplementary Fig. S2), delineating the
boundary of the basin within which the deposits formed. The
standard deviation (177m) of S is remarkably small if spread across
the entire length of the global contour, comparable to the total
variation of the terrestrial geoid (⇠200m), and significantly smaller
(up to one order ofmagnitude) than the dispersed values previously
obtained for the elevations of Contact 1 (Arabia shoreline, Fig. 2c)
and Contact 2 (Deuteronilus shoreline)3. Therefore, the deposits
topographically connected to the site occupied by the putative
ocean define the closest approximation of an equipotential surface
as would be expected if they formed in a single large body of
standing water encompassing the northern hemisphere of Mars.
Moreover, the S level is consistent with large portions of the
‘Arabia shoreline’ previously identified from geomorphologic and
topographic analyses1,4 (Fig. 2c) and is also close to its average
value (�2,499m, compare the trendline of this contact with
S in Fig. 2c). In particular, S is consistent with the previous
observational evidence at (1) Terra Sirenum, (2) in the northern
part of Tempe Terra, (3) along the circum-Chryse Planitia
region, (4) within northern Arabia Terra and the fretted terrain
regions of Deuteronilus Mensae and finally (5) across the crustal
dichotomy along the Nepenthes and Aeolis Mensae regions and the
surroundings of Gale crater (Fig. 2).

Notably, a further twelve deltas that formed in closed basins
(green triangles in Fig. 2) fall within the error bars of the S level.
However, to include these deposits in the same group of the
S level, thus totalling ⇠55% of the present global database, it
must be assumed that a water table should have intersected the
surface at this base level all over the planet. Indeed, the S level
(�2,540± 177m) is virtually the same as the �2,550m elevation
suggested by theoretical calculations for the global distribution of
water during the Noachian4. Moreover, the latter value was derived
from thermophysical properties of Mars with the assumption
that water was saturating the crust and ponding in hydrostatic
equilibrium on the surface of the planet4. Therefore, the analysis

of 29 sedimentary deposits (⇠55% of total deltas) supports
this thermal-hydraulic reconstruction, implying that a vast ocean
and large seas were present in the northern hemisphere and in
Argyre and Hellas basins, respectively. Several groundwater-fed
palaeolakes would have contemporarily emerged within a region
of a few hundreds of kilometres wide upslope from the S ocean
boundary and the crustal dichotomy and around the rim of
Argyre and Hellas within craters deep enough to reach the S
level (Fig. 2a and Supplementary Fig. S2). The palaeolakes would
have been almost entirely concentrated in the topographically
gradational zone of Arabia Terra, a province where sedimentary and
morphological studies support the occurrence of palaeolakes19,20
and indicate that putative spring deposits exist within craters21.
Furthermore, an anomalous concentration of craters with extensive
exposures of eroded layered sedimentary deposits19–22 and other
distinguishable spectral and elemental properties (including also
an elevated hydrogen content) have been reported for Arabia
Terra and interpreted to be the results of a past volatile-rich
history19–22. Similar layered sequences and other evidence suggestive
of past lacustrine activity have also been suggested for Hellas and
Argyre4,22,23 and increasingly reported during the past years also for
craters along the rim of the main Hellas basin24,25, thus making
the case for the occurrence of a Noachian basin-wide sea within
Hellas23 and a series of surrounding palaeolakes within a range
of elevations compatible with the S level24,25. Finally, although the
analysis of deltas cannot uniquely confirm the occurrence of large
seas in Hellas and Argyre, if there was an ocean on the northern
plains as a component of a martian global hydrosphere, water must
have ponded also in these two basins4.

The reconstructed equipotential surface is also generally con-
sistent with the distribution and terminations of martian valley
networks8 excluding the region between 30� W and 60� E, that
is, the topographically gradational zone of Arabia Terra (Fig. 2).
Arabia Terra is characterized by smooth elevation variations5 and
it is possible that the S surface may mark a different level of the
same ocean previously mapped here at slightly higher elevations

460 NATURE GEOSCIENCE | VOL 3 | JULY 2010 | www.nature.com/naturegeoscience
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Which molecules can cover the window of the CO2 atmosphere? 
→ CO2-H2 collision-induced absorption,  SO2 (short-lived), H2S (short-lived)

EA44CH15-Wordsworth ARI 10 June 2016 9:3

CIA:
collision-induced
absorption

by three-dimensional climate models that include cloud effects (Forget et al. 2013, Wordsworth
et al. 2013).

Although uncertainty remains, the infrared radiative effects of dense CO2-dominated atmo-
spheres are now fairly well understood. CO2 is opaque across important regions of the infrared
because of direct vibrational-rotational absorption, particularly due to the ν2 667 cm−1 (15 µm)
bending mode and associated overtone bands. In dense atmospheres, CO2, like most gases, also
absorbs effectively through collision-induced absorption (CIA). CIA is a collective effect that in-
volves the interaction of electromagnetic radiation with pairs (or larger numbers) of molecules.
For CO2, it occurs due to both induced dipole effects in the 0–250 cm−1 region (Gruszka &
Borysow 1997) and dimer effects between 1,200 and 1,500 cm−1 (Baranov et al. 2004) (see
Figure 4). Further complications arise from the fact that the sub-Lorentzian nature of absorption
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Figure 4
The greenhouse effect on early Mars. (a) Absorption cross sections per molecule of background gas versus wavenumber at 1 bar and
250 K, for various greenhouse gases in the early martian atmosphere, with the gas abundances given in the legend. Results were
produced using the open-source software kspectrum. (b) Outgoing longwave radiation (OLR) versus wavenumber from early Mars
calculated using a line-by-line calculation assuming surface pressure of 1 bar, surface temperature of 250 K, and a 167 K isothermal
stratosphere. Blackbody emission at 250 K and 167 K is indicated by the gray dashed lines. The blue line shows OLR for a pure CO2
atmosphere, and the red line shows OLR with all the additional greenhouse gases in the top plot included. Results were produced using
the HITRAN 2012 database, the Clough et al. (1992) approach to solving the infrared radiative transfer equation, and the CO2
collision-induced absorption parameterization from Wordsworth et al. (2010). Based on data from Gruszka & Borysow (1997) and
Baranov et al. (2004).
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Figure 1. Total vertical path optical depth due to CO2 (gray), CO2 –CH4 CIA (blue) and CO2-H2 CIA (red) in the early
Martian atmosphere, assuming a pressure of 1 bar, composition 94% CO2, 3% CH4, 3% H2, and surface temperature of
250 K. Dotted lines show optical depth from CIA when the absorption coefficients of CO2-H2 and CO2 –CH4 are replaced
by those of N2 –H2 and N2 –CH4, respectively. Both the CO2 –H2 and CO2 –CH4 CIA are strong in a critical window region
of the spectrum where absorption by pure CO2 is weak.

N2 –H2 as a substitute for CO2 –H2. As can be seen, the difference is significant, with surface temperatures
increasing by many tens of degrees for H2 abundances greater than a few percent. Global mean temperatures
exceed 273 K for H2 molar concentrations from 2.5 to 10%, depending on the background CO2 pressure.

Next, we studied the effects of methane. In the past, methane has not been regarded as an effective early
Martian greenhouse gas because its first vibration-rotation absorption band peaks at 1300 cm−1, too far from
the blackbody emission spectrum peak at 250–300 K to reduce the outgoing longwave radiation significantly
[Ramirez et al., 2014; Wordsworth, 2016]. Methane also absorbs incoming solar radiation significantly in the
near-infrared [Brown et al., 2013]. We find strong CH4 near-IR absorption, leading to a temperature inversion
in the high atmosphere when CH4 is present. Hence, although CH4 near-IR absorption decreases planetary
albedo, its net effect is to slightly decrease surface temperatures in the absence of other effects (Figure 2b).

Despite its antigreenhouse properties in the near-IR, we nonetheless find that at high abundance, methane
can also act as an important greenhouse gas on early Mars. This occurs because the CO2 –CH4 CIA absorption

Figure 2. Surface temperature in CO2-dominated atmospheres as a function of (a) H2 and (b) CH4 molar concentration for various surface pressures ps . The solid
lines show results calculated using our new CIA coefficients, while dash-dotted lines show results using N2 –H2 and N2 –CH4 CIA coefficients in place of the
correct coefficients. In Figure 2b, the dashed line shows the case at 1 bar where CH4 CIA is removed entirely, demonstrating that without it, methane actually
has an antigreenhouse effect. (c) Both H2 and CH4 are present in equal amounts. Note the change of scale on the x axis compared to Figures 2a and 2b.

WORDSWORTH ET AL. REDUCING GREENHOUSES ON EARLY MARS 667

Wordsworth et al. (2017) Geophys. Res. Lett.
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Mars observed in UV with the MAVEN spacecraft (credit: Univ. Corlado, NASA)

The absence of magnetic field → Atmospheric escape due to the solar wind
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could be present on the planetary surface. Also, we cannot
determine the amount of land areas on a planet or whether it
has plate tectonics, nor whether it is orbited by a large
moon. However, future technologies may allow us to do so.
The planned Starshade mission is a first significant step in
this direction (Turnbull et al., 2012).

More than 4000 exoplanets and exoplanet candidates
have been identified so far, and many of those are in the
habitable zone (Fig. 1). This is a prerequisite of our selec-
tion process, or otherwise surface temperatures are unlikely
to allow for a global biosphere. As discussed before, dK
stars seem to have the ideal stellar properties to host su-
perhabitable planets. Luckily, they are also relatively fre-
quent in the galaxy (*12%), more so than dG stars (* 8%).
In the next step, the question naturally arises whether we can
identify planets in the habitability zone of K dwarf stars. In a
diagram spanning the star-planet distance and the stellar
mass, the habitable zone is located between 0.5 and 1.0 AU
and between 0.5 and 1.0 solar masses (Fig. 2).

Although an exact count of these potentially super-
habitable planets is impossible given the uncertainties in our

mostly qualitative model and given the uncertainties in the
observed parameters, Fig. 2 shows that there are indeed at
least about two dozen possible candidates for a super-
habitable planet. We caution that we do not have any ob-
servational signatures of life from any of these planets. In
fact, only Kepler 1126 b (KOI 2162) and Kepler-69c (KOI
172.02) are statistically validated planets (Morton et al.,
2016). The other objects are unconfirmed Kepler Objects of
Interest (KOIs), some of which may turn out to be astro-
physical false positives. Even Kepler-69c, whose planetary
status has been statistically established, will likely not be the
target of future follow-up observations with the James Webb
Space Telescope or its successor, potentially LUVIOR. At a
distance of almost 2000 light years, it is simply too far away.
Our point here is not to identify potential targets for follow-
up observations but to illustrate that superhabitable worlds
may already be among the planets that have been detected.

A closer look at the 24 candidates in Fig. 2 reveals that 9
of them are orbiting around K stars, 16 of them are between
about 5 and 8 billion years old (age estimates for the KOI
samples are provided in Table 3 along with explanatory

FIG. 1. Star-planet distances (along the abscissa) and mass of the host star (along the ordinate) of roughly 4500 extrasolar
planet and extrasolar planet candidates. The temperatures of the stars are indicated with symbol colors (see color bar).
Planetary radii are encoded in the symbol sizes (see size scale at the bottom). The conservative habitable zone, defined by
the moist-greenhouse and the maximum greenhouse limits (Kopparapu et al., 2013) is outlined with black solid lines. Stellar
luminosities required for the parameterization of these limits were taken from Baraffe et al. (2015) as a function of mass as
shown along the ordinate of the diagram. The dashed box refers to the region shown in Fig. 2. Data from exoplanets.org as
of May 20, 2019. Color images are available online.

TOP CONTENDERS FOR A SUPERHABITABLE WORLD 1399

Schulze-Makuch et al. (2020) Astrobiology
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than 30 minutes, indicating notable mutual interactions between the  
planets10–12 (Extended Data Figs 2, 3).

In a second phase, we carried out a global MCMC analysis of the 
transits observed by Spitzer to constrain the orbital and physical param-
eters of the seven planets. We decided to use only the Spitzer data owing 
to their better precision compared with most of our ground-based data, 
and because of the minimal amplitude of the limb darkening at 4.5 µ m; 
these factors strengthen the constraints possible on the transit shapes, 
and thus on the stellar density—and, by extension, on the physical and 
orbital parameters of the planets13. We assumed circular orbits for all of 
the planets on the basis of the results of n-body dynamical simulations, 
which predicted orbital eccentricities of less than 0.1 for the six inner 

planets (Table 1); the orbital eccentricity of the outer planet, h, cannot 
be constrained from a single transit. This global analysis assumed the  
a priori knowledge of the star that is described in ref. 1 (see Methods). 
To account for substantial planet–planet interactions, we included 
TTVs as free parameters for the six inner planets. We used each planet’s 
transit ephemeris (derived in the first phase) as a prior on the orbital 
solution.

In a third phase, we used the results obtained above to investigate 
the TTV signals themselves. By performing a series of analytical and 
numerical n-body integrations (see Methods), we could determine 
initial mass estimates for the six inner planets, along with their orbital 
eccentricities. We emphasize the preliminary nature of this dynamical 
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Figure 1 | The TRAPPIST-1 system as seen by Spitzer. a, b, Top, 
the dark points represent photometric measurements resulting from 
the near-continuous observation of the star by the Spitzer Space 
Telescope from 19 September 2016 to 10 October 2016. The light grey 
points represent ground-based measurements (binned per 5 minutes 
for clarity) gathered during gaps in the Spitzer coverage. Coloured 
diamonds show the positions of the planetary transits. c, Period-folded 
photometric measurements obtained by Spitzer near the transits of planets 
TRAPPIST-1b to TRAPPIST-1h, corrected for the measured TTVs. 
Coloured dots show the unbinned measurements; open circles depict 
binned measurements for visual clarity. The 1σ error bars of the binned 

measurements are shown as vertical lines. The best-fit transit models are 
shown as coloured lines. 16, 11, 5, 2, 3, 2 and 1 transits were observed by 
Spitzer and combined to produce the shown light curves for planets b, c, 
d, e, f, g and h, respectively. d, Representation of the orbits of the seven 
planets. The colour code matches that in a–c. The grey annulus and the 
two dashed lines represent the zone around the star in which abundant, 
long-lived liquid water (that is, oceans) could exist on the surfaces of an 
Earth-like planet, as estimated under two different assumptions in  
ref. 6. The relative positions of the planets correspond to their orbital 
phases during the first transit we detected on this star—a transit by 
TRAPPIST-1c. The observer is located on the right hand-side of the plot.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Sun vs. TRAPPIST-1 ( , M-type)0.09 M⊙

Image credit: ESO

TRAPPIST-1 planets (solid) and the habitable zone (dashed)

Gillon et al. (2017)

The majority of solar neighbors are M-type stars 
Three planets (e, f, g) in TRAPPIST-1 system (12 pc from the sun) are in its habitable zone
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revealed four more transits of planet h occurring at precisely
the period that was predicted (Luger et al. 2017b). The
existence of the GLRs among the seven known planets has
been used to forecast the possible existence of an eighth planet

interior (Pletser & Basano 2017) and exterior (Kipping 2018) to
the seven known transiting planets. There is yet to be a
definitive detection of an eighth transiting planet based upon
the currently available data (Ducrot et al. 2020).

Figure 12. Mass–radius relation for the seven TRAPPIST-1 planets based on our transit-timing and photodynamic analysis. Each planet’s posterior probability is
colored by the equilibrium temperature (see color bar), with the intensity proportional to probability, while the 1σ and 2σ confidence levels from the Markov chain
posterior are plotted with solid lines. Theoretical mass–radius relations are overplotted using the model in Dorn et al. (2016) for an Earth-like molar Fe/Mg=0.83
ratio with a core (black dashed) and core free (red), and a range of cored models with molar Fe/Mg=0.75±0.2 (gray). U18 refers to Unterborn et al. (2018; see
text). The solid black line was calculated for a 5% water composition, for irradiation low enough (i.e., for planets e, f, g, and h) that water is condensed on the surface
(assuming a surface pressure of 1 bar and a surface temperature of 300 K). The umber dashed and solid lines were calculated for a 0.01% and a 5% water composition,
respectively, for irradiation high enough (i.e., for planets b, c, and d) that water has fully evaporated in the atmosphere, with the U18 interior model
with Fe/Mg=0.83 and Mg/Si=1.02 (Turbet et al. 2020). Earth, Venus, and Mars are plotted as single points, also colored by their equilibrium temperatures. </>

Table 6
Planetary Parameters from Combining the Transit-timing and Photodynamic Analysis

Planet: b c d e f g h

R(R⊕) �
�1.116 0.012

0.014
�
�1.097 0.012

0.014
�
�0.788 0.010

0.011
�
�0.920 0.012

0.013
�
�1.045 0.012

0.013
�
�1.129 0.013

0.015
�
�0.755 0.014

0.014

M(M⊕) 1.374±0.069 1.308±0.056 0.388±0.012 0.692±0.022 1.039±0.031 1.321±0.038 0.326±0.020
ρ(ρ⊕) �

�0.987 0.050
0.048

�
�0.991 0.043

0.040
�
�0.792 0.030

0.028
�
�0.889 0.033

0.030
�
�0.911 0.029

0.025
�
�0.917 0.029

0.025
�
�0.755 0.055

0.059

g(g⊕) 1.102±0.052 1.086±0.043 0.624±0.019 0.817±0.024 0.951±0.024 1.035±0.026 0.570±0.038
vesc(vesc,⊕) 1.109±0.026 1.092±0.022 0.701±0.010 0.867±0.012 0.997±0.012 1.081±0.013 0.656±0.020
S (S⊕) �

�4.153 0.159
0.161

�
�2.214 0.085

0.086
�
�1.115 0.043

0.043
�
�0.646 0.025

0.025
�
�0.373 0.014

0.015
�
�0.252 0.010

0.010
�
�0.144 0.006

0.006

a(10−2 au) 1.154±0.010 1.580±0.013 2.227±0.019 2.925±0.025 3.849±0.033 4.683±0.040 6.189±0.053

R (108 cm) �
�7.119 0.077

0.087
�
�6.995 0.077

0.086
�
�5.026 0.066

0.071
�
�5.868 0.075

0.082
�
�6.664 0.077

0.085
�
�7.204 0.085

0.094
�
�4.817 0.088

0.091

M (1027 g) 8.211±0.412 7.814±0.335 2.316±0.074 4.132±0.130 6.205±0.184 7.890±0.226 1.945±0.122
ρ (g cm−3) �

�5.425 0.272
0.265

�
�5.447 0.235

0.222
�
�4.354 0.163

0.156
�
�4.885 0.182

0.168
�
�5.009 0.158

0.138
�
�5.042 0.158

0.136
�
�4.147 0.302

0.322

g (10 m s−2) 1.080±0.051 1.065±0.042 0.611±0.019 0.801±0.024 0.932±0.024 1.015±0.025 0.558±0.037
vesc (km s−1) 12.400±0.292 12.205±0.241 7.839±0.110 9.694±0.133 11.145±0.137 12.087±0.142 7.335±0.227
S (106erg cm−2 s−1) �

�5.652 0.216
0.220

�
�3.013 0.115

0.117
�
�1.518 0.058

0.059
�
�0.879 0.034

0.034
�
�0.508 0.019

0.020
�
�0.343 0.013

0.013
�
�0.196 0.008

0.008

a (1011 cm) 1.726±0.015 2.364±0.020 3.331±0.028 4.376±0.037 5.758±0.049 7.006±0.060 9.259±0.079

Note. The units are given with respect to Earth first and cgs second.
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Transmission spectra of TRAPPIST-1 planets
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De Wit et al. (2018)
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30 V. S. Meadows

Figure 2. Synthetic albedo spectra of Solar System terrestrial planets generated by the Virtual
Planetary Laboratory (VPL). The Mars and Earth spectra are from fully-spatially resolved
models that have been degraded to the disk average (Tinetti et al., 2005, 2006). Also shown is a
model of a cirrus cloud covered Earth, which exhibits enhancements in the O3 absorption from
0.5-0.7µm and water ice bands near 1.55µm.

absorption, although extremely weak water bands can also be seen. As Venus repre-
sents the likely end state for terrestrial planet evolution, this type of environment and
spectrum may be relatively common for extrasolar terrestrial planets. The Mars spec-
trum is also dominated by CO2, but these relatively weak features are only likely to
be detected longward of 1.4µm. The Earth spectra are dominated by water vapor, and
Earth’s O2 biosignatures are clearly seen. In Earth’s spectrum from 0.5-0.7µm, ozone
absorption and Rayleigh scattering are both present. However, in the presence of high
clouds, the observable atmospheric column is reduced, and the Earth’s Rayleigh scat-
tering slope is correspondingly diminished. However, due to multiple scattering within
the clouds, the O3 absorption is enhanced. Attempting to use Rayleigh scattering as an
indicator of atmospheric density is also difficult for Venus-like and Mars-like planets. In
the case of Venus, the planetwide cloud-deck truncates the atmospheric column, and the
unknown UV absorber reduces the albedo of the planet shortward of 0.55µm. For Mars,
strong iron oxide absorption from the surface dramatically reduces the albedo of the
planet shortward of 0.7µm.

Figure 3 shows a comparison of Earth and Venus with the smaller, CH4-dominated
bodies, Titan and Neptune. The planetary spectra were convolved with a triangular slit
function to achieve a constant wavenumber resolution corresponding to R∼70 at 0.76µm.
The Venus and Earth models are as for Figure 2 above, and the Neptune and Titan input
albedos were taken from observations (Karkoschka, 1994).

Meadows (2005)
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Radicals produced by photodissociation drive non-equilibrium chemistry 
Species with unpaired electrons in the outermost shell: such as OH, Cl, O 

Production of OH 
Earth: O3 +  → O2 + O( )  — (1), H2O + O( ) → OH + OH  — (2) 
Mars: H2O +  → OH + O  — (3) 

Free energy of radicals obtained from photons propagates through reactions 
e.g., CH4 + OH → CH3 + H2O — (4) 

Eventually thermalized either by disproportionation reaction or recombination by three-body reaction. 
e.g., OH + HO2 → H2O +O2  — (5)，NO2 + OH + M → HNO3 + M  — (6)

hν (λ < 310 nm) 1D 1D
hν (λ < 240 nm)



H2O(OH) stabilize CO2
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CO2 dissociates with  UV:  — (1) 
Its reverse reaction is slow:  — (2) (spin-forbidden reaction) 

H2O dissociates with:  UV:  — (3) 
This OH radical oxidizes CO:  — (4)

< 200 nm CO2 + hν → CO + O
CO + O + M → CO2 + M

< 240 nm H2O + hν → OH + H
CO + OH → CO2 + H
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Figure 1. (a) UV stellar energy distributions for σ Boötis (F2V), the Sun (G2V),
ε Eridani (K2V), AD Leonis (M3.5V), and GJ 876 (M4V) for a planet receiving
the integrated energy Earth receives from the Sun (1360 W m−2), with a slight
correction applied to account for how the albedo of a planet will change around
different star types (after Segura et al. 2005). (b) Absorption cross sections for
CO2, O2, and O3, corresponding to Reactions (R1), (R2), and (R4), respectively.
The two panels are on the same scale, allowing estimates of the relative rates of
these photolysis reactions expected around the stars studied here.
(A color version of this figure is available in the online journal.)

of Earth and early Mars (Sagan & Mullen 1972). O atoms can
be liberated from CO2 via photolysis:

CO2 + hν(λ < 175 nm) → CO + O. (R1)

Atomic O thus created through Reaction (R1) or photolysis
of other O-bearing gases may recombine to form O2, and
eventually O3. The distribution of those O atoms between O2
and O3 is critical to the concentration of either species and
is controlled by four reactions that are very well known from
research on Earth’s O3 layer. This set of reactions is collectively
known as the Chapman mechanism:

O2 + hν(λ < 240 nm) → O + O, (R2)

O + O2 + M → O3 + M, (R3)

O3 + hν(λ < 340 nm) → O2 + O, (R4)

O + O3 → O2 + O2. (R5)

Here hν represents photons of the indicated wavelength (ν =
c/λ, c = speed of light), and the “M” in Reaction (R3) is a
third molecule that only participates in the reaction to carry off
excess energy but is not consumed in the reaction. Because
reactions (R1), (R2), and (R4) require photons of different
energy levels (see also Figure 1), both the abundance and
distribution of O atoms between O, O2, and O3 is subject to
the wavelength-dependent stellar flux of the planetary host star.

O3 concentrations should be particularly dependent on the
wavelength distribution of the ultraviolet (UV) photons emitted
by the host star (Figure 1). Far-UV (FUV, λ < 200 nm) photons
drive CO2 and O2 photolysis and subsequent O production (R1)

and therefore O3 production (R2). By contrast, ozone destruc-
tion (R4) is primarily driven by mid-UV (MUV, 200 nm < λ <
300 nm) photons and can additionally be driven by near-UV
(NUV, 300 nm < λ < 440 nm) and visible (∼440–800 nm)
photons (Sander et al. 2006). Because the sources and sinks
of ozone drive the amount of O3 in an atmosphere, both FUV
(O3 production) and MUV–NUV-visible radiation (O3 destruc-
tion) will have a significant impact on O3 concentrations. FUV
photons are primarily produced by processes that correlate
with stellar activity (Pace & Pasquini 2004), and MUV–NUV-
visible photons are primarily generated from a star’s blackbody
radiation.

By definition, planets that are in the habitable zones of cooler
stars absorb similar total amounts of energy as planets in the
habitable zones of Sun-like stars (Kopparapu et al. 2013), but the
wavelength distribution of that energy will be different. Cooler-
type stars such as main-sequence M stars (M dwarfs) produce
relatively less NUV radiation than the Sun but can produce
comparable amounts of, or in some cases more, FUV radiation
(Walkowicz et al. 2008; France et al. 2012, 2013). Hotter-type
stars such as main-sequence F stars have more radiation across
the UV than the Sun, but this increase is more prevalent in the
FUV. As a result, the FUV contributions to the stellar energy
distributions of both M- and F-type stars can be much higher that
that of the Sun, and planets in the habitable zones of these stars
can accumulate greater amounts of atmospheric O2 and O3. This
has been demonstrated for biologically mediated, oxygenated
atmospheres similar to modern Earth (Selsis et al. 2002; Segura
et al. 2003, 2005, 2010; Rugheimer et al. 2013). However, the
most likely atmospheric composition for rocky habitable planets
is CO2, H2, and N2 (e.g., Zahnle et al. 2010; Seager & Deming
2010). Selsis et al. (2002) were the first to study the potential
for O2 and O3 to accumulate on planets devoid of life, but their
work did not properly account for sinks of these gases (Segura
et al. 2003). Tian et al. (2014) found a similar result using
the spectrum of the M dwarf GJ 876. Neither of those studies
systematically studied the effects of atmospheric composition
on the accumulation of detectable O2 and O3 or included hotter-
type stars in the study. The lack of this parameter coverage
limited the ability of these prior studies to discriminate between
false and true positives for life.

Considering a wide range of possible planetary atmospheric
compositions is critical, because sinks for O2 and O3 are
primarily controlled by the chemical context of the atmosphere
and oceans. In anoxic atmospheres, the greatest sinks for O2
and O3 are reactions with reduced radicals in the atmosphere,
such as

CH3 + O2 → H2CO + OH. (R6)

As the concentration of reduced species such as CH4 in-
creases in the atmosphere, so do the concentrations of radicals
such as CH3, and these should react with O2 and O3, keeping
their concentrations low. It is therefore very difficult to maintain
high levels of O2, O3, and CH4 (or other reduced gases) in the
atmosphere simultaneously. Major abiotic sources of reduced
species include volcanic outgassing of H2 and submarine pro-
duction of CH4, and their sinks are primarily determined by the
redox state of the oceans. These are ultimately controlled by
the redox state of the atmosphere and by the redox state of the
oceans. Including the effects of the redox state of the oceans
becomes critical for such simulations, and we developed a new
methodology to ensure redox balance of the atmosphere–ocean
system.

2

Domagal-Goldman et al. (2014) Astrophys. J.

CO2 dissociation
H2O dissociation
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The difference in stellar emission spectra influences planetary environments via photochemistry 
M-type stars are dimmer in H2O-dissociation wavelengths ( ) → CO+O2 atmosphere？ 
(e.g., Tian et al. 2014)

200 − 240 nm

Harman et al. (2015) Astrophys. J.

concentrations that are produced abiotically. This definition is
unsatisfying because the term “detectable” depends critically
on the technology used for detection. Already, three different
classes of telescopes have been advertised as having the ability
to characterize Earth-like planets: (i) JWST, (ii) the TPF-type
telescopes mentioned above, and (iii) large ground-based
telescopes. Each of these telescopes has different exoplanet
characterization capabilities, and none of them may be able to
measure atmospheric O2 concentrations well below that of
present Earth. However,if any of these instruments were to
succeed in identifying a promisingEarth-like planet, it is
almost guaranteed that some later generation of astronomers
would design a more capable telescope to follow up on those
observations. So, a more general way to think about this
problem is that any abiotic O2 concentration that exceeds
measured, or inferred, biotically produced O2 levels on Earth
should be considered as a potential false positive. Whether it
would be detectable by a first-generation TPF-type telescope is
an interesting, but separate, question.

We know very accurately what Earthʼs O2 concentration is
today—close to 21% by volume (1 PAL),but we have good
reason to believe that O2 concentrations were much lower
earlier in Earthʼs history, including times during which

oxygenic photosynthesis is believed to have been operative.
Oxygenic photosynthesis was invented by cyanobacteria
during the Archean Eon, possibly as early as 3.0 billion years
ago (Ga)(Crowe et al. 2013), although free O2 did not begin to
accumulate in the atmosphere until around 2.5 Ga (the so-called
Great Oxidation Event, or GOE). Some free O2 was present
during the Archean as a consequence of photolysis of CO2, but
this O2 was largely confined to the stratosphere and was not
appreciably more abundant than on the prebiotic Earth (Kasting
et al. 1979; Kasting & Catling 2003).
O2 rose to appreciable concentrations in the lower atmo-

sphere during the GOE, as evidenced by the disappearance of
sulfur mass-independent fractionation in sedimentary rocks,
along with other geologic O2 indicators (Holland 2006). During
most of the ensuing Proterozoic Eon (2.5–0.54 Ga), the
atmosphere was oxygenated, but O2 concentrations are thought
to have remained significantly lower than today. Until recently,
the hypothesized range of values for Proterozoic O2 was
0.01–0.5 PAL (Kump 2008). These values have always been
uncertain, however, and a recent study by Planavsky et al.
(2014) suggests that mid-Proterozoic O2 concentrations were at
most 10−3 PAL. This estimate is uncertain, as it depends on the
complex geochemical behavior of the element chromium,

Figure 1. Top-of-atmosphere stellar flux for a planet located at 1 AU equivalent distance (receiving 1360 W m−2 of stellar radiation). The planets discussed here are
located at 1.3 AU equivalent, which corresponds to a ∼40% reduction in flux.
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Figure 1. Evolution of stellar luminosity for our grid of F-M stars (F1, F5, Sun,
K5, M1, M5, and M8; Baraffe et al. 1998, 2002). When the star reaches the MS
(red point) its luminosity curve flattens.
(A color version of this figure is available in the online journal.)

2. METHODS

2.1. The Pre-main-sequence Stellar Grid

We compute the pre-MS luminosities of a grid of represen-
tative stars (Figure 1) using stellar evolution models (Baraffe
et al. 1998, 2002). The corresponding masses for spectral classes
F1 to M8 are 1.5 Msun, 1.3 Msun, 1 Msun, 0.75 Msun, 0.5 Msun,
0.15 Msun, and 0.08 Msun. These spectral classes are consistent
with the star’s age at 4.5 Gyr (2 Gyr for the F1). All calcula-
tions commence after a proto-planetary disk age of 1 million
years because uncertain initial conditions render earlier com-
putations unreliable (Baraffe et al. 2002). For stars cooler than
about 3000 K, the initial luminosity is very high and decreases
over time until the star reaches the ZAMS. Hotter stars show a
brightening just before the ZAMS.

Approximate accretion timescales for HZ planets are esti-
mated from models by Raymond et al. (2007). We use accretion
times of 50, 40, 20, 8, and 5 million years for the Sun, K5, M1,
M5, and M8 stars, respectively. These timescales span the en-
tire accretion period from planetesimal growth to final assembly
(e.g., Chambers 2004). The accretion time for the M8 star was
obtained by extrapolation.

2.2. HZ Models

We use the effective stellar flux, Seff , at the empirical MS
HZ boundaries (Kasting et al. 1993; Kopparapu et al. 2014) to
calculate the pre-MS inner and outer HZ limits. Seff , is defined
as the stellar flux divided by the solar flux at Earth’s orbit.
The inner edge is defined by the stellar flux received by Venus
when we can exclude the possibility that it had standing water
on its surface (about 1 Gyr ago), equivalent to a stellar flux
of Seff = 1.77 (Kasting et al. 1993). The outer edge is defined
by the stellar flux that Mars received at the time that it may
have had stable water on its surface (about 3.8 Gyr ago), which
corresponds to Seff = 0.32. In addition, Figures 2–4 also show
a more conservative inner edge of the HZ (dashed lines) based
on three-dimensional models (Seff ∼ 1.11; Leconte et al. 2013).
However, model properties, including clouds, are still evolving
and their applicability to water-rich atmospheres (i.e., inner edge
of the HZ) are not yet fully understood. Therefore, we use the
empirical HZ limits for our baseline calculations and discuss

how our results would change using the inner edge model limit
(Section 4.1).

Further potential inward extension of the inner edge caused
by tidal locking (Yang et al. 2013, 2014) is neglected because
such young planets would not have had time to spin down.

The initial luminosities are ∼2/3, 2.4, 4, and 180 times their
ZAMS values for the F1, Sun, K5, and M8 stars, respectively
(Baraffe et al. 2002). The changing stellar effective temperature
and stellar energy distribution (SED) throughout the pre-MS
impacts the relative contribution of absorption versus scattering
of the protoplanetary atmosphere, which changes Seff at the HZ
boundaries through time (see Figure 2).

Here we focus on Earth-sized planets and start with an initial
water inventory equivalent or higher to that of Earth for a one-bar
Nitrogen atmosphere that is water-dominated at the inner edge
and CO2-dominated near the outer edge of the HZ (following
Kasting et al. 1993). Thus, we do not consider HZ limits for
extremely dry (Abe et al. 2011; Zsom et al. 2013) or hydrogen-
rich atmospheres (Pierrehumbert & Gaidos 2011; see Kasting
et al. 2013 for a critical discussion of both limits) in this paper.
For Earth-like planets, the runaway greenhouse state (complete
ocean evaporation) would be triggered when the planet’s surface
temperature reaches the critical temperature for water (647 K;
Kasting et al. 1993; Ramirez et al. 2014).

3. RESULTS

3.1. The Pre-main-sequence Habitable Zone Limits

The orbital distance of the HZ changes throughout the pre-
MS stage of the host star. Both distance limits evolve due to
the star’s changing luminosity and SED. The inner edge of the
pre-MS HZ (see Figure 2) for an F1 star is initially located at
2 AU at the beginning and moves into 1.4 AU by the end of its
pre-MS stage (about 25 million years). The outer edge evolves
from 4.2 AU to 2.5 AU during the same time. For the coolest
grid star (M8), the inner edge is initially located at 0.16 AU at
the beginning and moves to 0.01 AU at the end of the pre-MS
stage after about 2.5 billion years. The outer edge of the HZ
moves from 0.45 AU to 0.3 AU through the same time. For
the Sun, the inner edge of the HZ changes from 1 AU at the
beginning to 0.6 AU at the end of the pre-MS stage after about
50 million years. The outer edge correspondingly moves from
2.6 AU to 1.5 AU.

Approximate pre-MS HZ boundaries for stars with lifetimes
>200 Myr (0.08–0.5 Msun) are given in Equation (1)

d(AU) = atb + c, (1)

where t is time since stellar birth (in Myr) and a, b, and c are
constants given in Table 1.

Although how planetary mass scales with HZ remains poorly
understood, mass variations have only a small effect according to
a recent model (Kopparapu et al. 2014). For both super-Earths (5
Earth masses) and mini-Earths (0.5 Earth masses) the inner HZ
orbital distance decreases (with increasing) or increases (with
decreasing planetary mass) by a maximum of 4%, regardless of
spectral class.

To explore the effect of the high pre-MS stellar luminosity
on water-bearing planetesimals, we compute a pre-MS ice-line
distance scaled from the present day Solar System location
using stellar luminosity (∼(Tstar/5800 K)2∗2.5∗(Mstar/Msun));
following Hansen et al. 2014). We use the corresponding
Seff to scale the pre-MS ice-line distance backward in time
(∼(L/Seff)1/2).
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M-type stars stay ~Gyr as pre-main-sequence stars with higher luminosities 
Planets in HZs of M-type stars experience Venus-like water loss?
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Planets born hot: magma ocean state and planetary differentiation 
Orbital locations with respect to the HZ dominantly control planetary evolution 
Venus: the runaway greenhouse state and water loss 
Earth: formation of the ocean and CO2 drawdown as carbonate rock 
Mars: CO2 ice formation, intermittent warm climates with additional greenhouse gas? 
Stellar effects: atmospheric escape, photochemistry, luminosity evolution 
Extrasolar rocky planets will show more variety of evolution?
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Summarize your answers into a short report and submit it by the beginning of the 
next lecture (either directly, to my post-box, or by e-mail to hiro.kurokawa@elsi.jp). 

Earth’s crust contains  of carbonate rock (mainly CaCO3) which 
ultimately originates from Earth’s early atmosphere (mainly CO2) right after magma 
ocean solidification. Given that the atmospheric surface pressure is proportional to 
the atmospheric mass,  estimate the surface pressure of the early atmosphere. You can 
use current Earth’s surface pressure = 1.0×105 Pa and atmospheric mass = 5.1×1018 
kg.

3.6 × 1020 kg


