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地球と生命  
第4回：初期地球環境 (+火星)



レポート課題解答
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1.地球と金星の大気圧からそれぞれの惑星の大気質量を計算せよ．それぞれの惑星の大気
圧 , , 重力加速度 , , 惑星半径 , 

 を用いてもよい．


地表での大気圧，大気質量，重力加速度，惑星半径をそれぞれ  とおく．


 — (1) より，地球： , 金星： ．


2.地球の地殻中には  の炭酸塩岩が含まれていると見積もられている．この炭
酸塩は原始地球において大気中の二酸化炭素 CO2 が固定されたものである．炭酸塩岩を
すべて炭酸カルシウム CaCO3 であると近似する時，原始地球の大気圧を見積もれ．

石灰岩の質量のうち， 4 4 / 1 0 0が C O 2となることから，原始地球大気質量は

．


したがって，(1)より， ．

1.0 × 105 Pa 9.2 × 106 Pa 9.8 m s−2 8.9 m s−2 6.4 × 106 m
6.1 × 106 m

ps, Matm, g, R

Matm =
4πR2ps

g
5 × 1018 kg 5 × 1020 kg

3.6 × 1020 kg

Matm = 3.6 × 1020 kg × 44/100 + 5.3 × 1018 kg = 1.6 × 1020 kg
ps = 3 × 106 Pa



“進化”する地球

3

マグマオーシャン 有機物ヘイズ？ スノーボールアース 現在の地球
時間

地球は歴史を通じてその姿を変えてきた 
大気組成・気候・水量・大陸地殻…
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4.1 分化と初期進化



溶融状態で誕生した地球
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大気

マグマ・オーシャン

固化マントル

コア

←マグマ中のメタル液滴

←メタル・ポンド

マグマオーシャン：全球的に溶融した岩石の層 

コアの分化 
メタルの液滴が沈降 

サイズ ~1 cm (Rubie et al. 2003, Earth Planet. Sci. Lett.)


固化マントルの上に蓄積(メタル・ポンド) 
メタルと固化マントルの密度差があるため， 
ある程度蓄積すると不安定となり，コアへ 

揮発性元素 (H, C, N, …) の分配 
大部分がコアへ取り込まれたかもしれない 
マグマオーシャンに残った揮発性元素は 
固化に伴い脱ガス → 厚い原始大気の形成



コアの軽元素
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5000–7000 K at the inner–outer core boundary (ICB), as will
be discussed in Section 3.15.3.1.2.

Geochemical and seismological observations of the Earth,
in combination with laboratory measurements on relevant
materials, suggest that more than 80 wt% of the core is made
of iron (Figures 3 and 4). Other elements with significant
concentrations include nickel (!5 wt%) and one or more

elements that are lighter than iron (e.g., Birch, 1952).
According to the latest chronometric measurements using
the tungsten–hafnium systematics, most of the core–mantle
segregation took place in less than 30 My (Kleine et al., 2002;
Yin et al., 2002). In other words, the core is almost as old as the
Earth itself, with core formation occurring as soon as the Earth
accreted or simultaneously with accretion.
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Figure 2 Profiles of density (r), compressional-wave velocity (Vp), and
shear-wave velocity (Vs) as a function of pressure. CMB, core–mantle
boundary; ICB, inner-core boundary. Reproduced from Dziewonski AM
and Anderson DL (1981) Preliminary reference Earth model. Physics of
the Earth and Planetary Interiors 25: 297–356.
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Figure 3 Relative abundances of elements in the bulk silicate Earth
(mantleþcrust) normalized to CI chondrites and Mg (solid horizontal
line), according to McDonough and Sun (1995). Lithophile elements,
open squares; siderophile elements, solid circles labeled with element
symbols; others, crosses. The dotted lines represent the volatility trend,
in the form of log(x)¼aþbT, where x is the relative abundance and T is
the 50% condensation temperature. The lower dotted line is defined
by nine elements (Be, Mg, Si, Li, Na, Ga, K, F, and Zn) and the upper
dotted line is defined by two elements U and F.
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Figure 1 Cross-section of the Earth showing its layered structure.
CMB, core–mantle boundary; ICB, inner-core boundary; Mass %,
percentage of mass counting from the center; Volume %, percentage of
volume counting from the center. Reproduced from Dziewonski AM and
Anderson DL (1981) Preliminary reference Earth model. Physics of the
Earth and Planetary Interiors 25: 297–356.
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Figure 4 Density deficits in the core with respect to iron. PREM, the
preliminary reference Earth model, represents density profile of the core.
(Dziewonski and Anderson, 1981); hcp iron at 300 K (Dewaele et al.,
2006; Mao et al., 1990); hcp iron at 7000 K (Dubrovinsky et al., 2000;
Komabayashi and Fei, 2010); iron along a Hugoniot (open circles;
Brown, 2001; Brown et al., 2000).
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PREMと純鉄(異なる温度3通り)の密度の比較

Li & Fei (2014) Treatise on Geochemistry 2nd Edition

コアの密度は純鉄の密度より  小さい 
(温度による不定性あり) 
→ 軽元素 (低密度化する元素) の存在 

候補：Si, S, O, H, C 

地球コア中の軽元素質量  
 

 海洋 ，大気  
→ コアへの軽元素の取り込みは 
　 地球表層環境を左右する 

最近，火星コアも低密度だと判明

∼ 10 %

∼ M⊕ × 1/3 × (10−2 − 10−1) ∼ (1022 − 1023) kg

≫ 1.4 × 1021 kg 5.1 × 1018 kg



一次大気と二次大気
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大気の2つの起源 
原始惑星系円盤ガス(一次大気，木星型)：太陽組成でH, Heに富む 
集積天体中の揮発性元素(二次大気，地球型)：C, Nなど重たい元素に富む
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4.2 地球史



地球史
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累代 期間 特徴

冥王代 46億-40億年前 岩石や地層記録なし 
天体衝突頻度大

太古代 40億-25億年前 貧酸素・CO2に富む大気？ 
化学合成(+光合成？)原核生物

原生代 25億-5.42億年前 酸素濃度上昇，大陸地殻増加 
酸素発生型光合成，真核生物

顕生代 5.42億年前-現在 酸化的な大気 
生物化石豊富，生物大型化
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古い地殻はプレート運動で失われる 
冥王代：岩石記録がない時代 

43億年前のジルコン結晶 
低温の水と反応した証拠 (酸素同位体) 
→ 海が存在した？ (Wilde et al. 2001)


39.5億年前の炭素の低い13C/12C比  
(生体有機物の特徴) 
→ 生命が誕生していた？ (Tashiro et al. 2017)

冥王代

生命の誕生

図は 飯塚 (2015), 東京大学大学院地球惑星科学専攻ウェブマガジン を改変 
http://www.eps.s.u-tokyo.ac.jp/webmagazine/wm006.html

液体の水があった記録

生命が存在していた記録
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海が凍らない程度には温暖だった (どの程度かは議論がある) 
※ 氷河時代を除く(29-27.8億年前：ポンゴラ氷河時代) 
酸素に乏しい大気 
現在より小さな大陸 
ストロマトライト(藍藻類の化石)

左：現代, 右：太古代のストロマトライト 
https://ja.wikipedia.org/wiki/ストロマトライト

大陸氷床

＊氷床の流動によって削り取られた岩石が，
氷山によって沖合まで運ばれたもの

岩石片の落下

ドロップストーン

大陸氷床の証拠 “ドロップストーン”

氷山

氷河堆積物 
田近英一氏2011年フロンティアセミナー資料より

太古代



暗い太陽のパラドックス
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on core temperature as / T4
core for the net pp chains near

Tcore= 15!106 K (Carroll and Ostlie, 2007, p. 311). The
extra energy produced within the Sun’s core must even-
tually be released at its surface, and so the Sun and other
H-burning stars get brighter as they age.

Gough (1981) expressed the results of his own solar
evolution modeling in a parametric form that remains
reasonably accurate when compared to later models
(e.g., Bahcall et al. (2001))

L tð Þ
L0

¼ 1
1þ 0:4 t=4:6ð Þ (11.3)

Here, L(t) is the solar luminosity at time t, L0 is the present
solar luminosity, and t is time before the present in units
of Ga. Equation (11.3) predicts that the Sun was 1/1.4 =
0.71 times as bright as today at 4.6 Ga and that it has
brightened roughly linearly with time since then. In real-
ity, the rate of brightening is accelerating with time. The
current rate of increase, according to eq. (11.3), is about
1% every hundred million years. Gough’s formula is
represented by the solid curve in Fig. 11.1.

An alternative to the faint young Sun is that the young
Sun shed considerable mass in a rapid solar wind so that
the Sun’s core wasn’t compressed as much as assumed
above, but this idea has not stood up to observational
scrutiny. While the theory of early mass loss has been
suggested numerous times (Boothroyd et al., 1991; Grae-
del et al., 1991; Guzik et al., 1987; Sackmann and Boot-
hroyd, 2003; Willson et al., 1987), empirical estimates of
the mass loss rate from young stars appear too small for
the theory to hold (Wood et al., 2002; Wood et al., 2005).

Wood et al. used the Hubble Space Telescope to measure
excess absorption on the blue-shifted side of the Lyman-α
emission (at 121 nm) from eight nearby young stars,
including ε-Eridani – a 400–500 million-year-old K dwarf.
They attributed this absorption to the buildup of neutral
hydrogen at the boundary of a stellar astrosphere. The
astrosphere, like the solar heliosphere, is the region of
space that is swept free of interstellar material by the
outflowing stellar wind. By using a 2-D hydrodynamic
model, Wood et al. were able to relate the intensity of
astrospheric absorption to the strength of the stellar wind.
They then correlated these data with data on x-ray emis-
sions to estimate stellar ages.

The bottom line is that young, solar-type stars do
indeed have winds that are ~ 1000 times stronger than
the solar wind; however, these winds decrease in intensity
rapidly as the star ages. Figure 11.2 shows cumulative
solar mass loss with time. As one can see, the best
estimate for the total mass loss for the Sun is about
0.6% of a solar mass (Mo), with an upper limit of about
0.03 Mo. The Sun’s luminosity is roughly proportional to
M 4.5 (eq. (2.4)). Furthermore, if the mass loss is not too
rapid, a planet’s semi-major axis, a, should expand so as
to conserve angular momentum, giving a ~ 1/M. The solar
flux, F, incident at a planet’s orbit obeys the inverse
square law: F ~ a&2. Putting all of this together yields
F ~ M 6.5. Thus, a young Sun that was 3% more massive
than today should have been brighter than the standard
solar model by 1.036.5 ' 1.19, i.e. a 19% increase. This is
roughly half the amount needed to compensate for the
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Figure 11.1 Diagram illustrating the faint young Sun problem. The
solid curve labeled “S/S0” represents solar luminosity S relative to
today’s value S0 (right-hand scale). The two dashed curves repre-
sent Earth’s effective radiating temperature, Teff, and its global
mean surface temperature, Ts, as calculated using a 1-D climate
model. The temperature difference between Ts (upper dashed
curve) and Te (lower dashed curve) at any time is a measure of
the greenhouse effect. A constant CO2 concentration of 300 ppmv
was assumed. (From Kasting et al. (1988).)
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Figure 11.2 Estimated cumulative mass loss from the Sun, based
on observations of Lyman-α absorption in the astrospheres of
nearby solar-type stars. The shaded area represents the range of
uncertainty in the calculations. (From Wood et al. (2002). Repro-
duced with permission. Copyright 2002, American Astronomical
Society.)
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40億年前の太陽光度は現在の しかない 
→ 現在と同じ大気組成を仮定した場合，20億年以上前の地球は凍りついてしまう 
↔ 海が存在した地質学的証拠と矛盾 (Segan & Muller 1972, Science)

70 %

Kasting et al. (1988) Scientific Am.
Carl Segan



暗い太陽のパラドックス解決策一覧
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1. CO2の温室効果 (次ページ)


2. CO2-CH4 大気 (e.g., Pavlov et al. 2000)


3. 少ない大陸地殻と雲 → 低いアルベド (e.g., Rosing et al. 2010)


4. N2-H2の衝突励起吸収 (Wordsworth & Pierrehumbert 2013)


5. 厚い N2 大気の pressure broadening (Goldblatt et al. 2009)


6. OCSの温室効果 (Ueno et al. 2009)


7. CH4-NH3 大気 (Sagan & Muller 1972)


8. 太陽は重たく明るかった (e.g., Whitmire et al. 1995)



還元的な初期大気モデル
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近代的な惑星形成モデルが確立する前に好まれていた 
生命誕生につながる有機化学進化に有利 (Millerの放電実験) 
暗い太陽のパラドックスを還元的な CH4-NH3大気で解決？ 

NH3  で十分な温室効果 (Sagan & Mullen 1972) ．しかし…


地球形成モデルはCO2大気を予想 
O2に欠乏した大気中では，NH3は  の紫外線で解離・分解 (Kasting, 1982; Kuhn & Atreya, 1979)

10 − 100 ppmv

< 230 nm

The Astrophysical Journal, 792:90 (15pp), 2014 September 10 Domagal-Goldman et al.
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Figure 1. (a) UV stellar energy distributions for σ Boötis (F2V), the Sun (G2V),
ε Eridani (K2V), AD Leonis (M3.5V), and GJ 876 (M4V) for a planet receiving
the integrated energy Earth receives from the Sun (1360 W m−2), with a slight
correction applied to account for how the albedo of a planet will change around
different star types (after Segura et al. 2005). (b) Absorption cross sections for
CO2, O2, and O3, corresponding to Reactions (R1), (R2), and (R4), respectively.
The two panels are on the same scale, allowing estimates of the relative rates of
these photolysis reactions expected around the stars studied here.
(A color version of this figure is available in the online journal.)

of Earth and early Mars (Sagan & Mullen 1972). O atoms can
be liberated from CO2 via photolysis:

CO2 + hν(λ < 175 nm) → CO + O. (R1)

Atomic O thus created through Reaction (R1) or photolysis
of other O-bearing gases may recombine to form O2, and
eventually O3. The distribution of those O atoms between O2
and O3 is critical to the concentration of either species and
is controlled by four reactions that are very well known from
research on Earth’s O3 layer. This set of reactions is collectively
known as the Chapman mechanism:

O2 + hν(λ < 240 nm) → O + O, (R2)

O + O2 + M → O3 + M, (R3)

O3 + hν(λ < 340 nm) → O2 + O, (R4)

O + O3 → O2 + O2. (R5)

Here hν represents photons of the indicated wavelength (ν =
c/λ, c = speed of light), and the “M” in Reaction (R3) is a
third molecule that only participates in the reaction to carry off
excess energy but is not consumed in the reaction. Because
reactions (R1), (R2), and (R4) require photons of different
energy levels (see also Figure 1), both the abundance and
distribution of O atoms between O, O2, and O3 is subject to
the wavelength-dependent stellar flux of the planetary host star.

O3 concentrations should be particularly dependent on the
wavelength distribution of the ultraviolet (UV) photons emitted
by the host star (Figure 1). Far-UV (FUV, λ < 200 nm) photons
drive CO2 and O2 photolysis and subsequent O production (R1)

and therefore O3 production (R2). By contrast, ozone destruc-
tion (R4) is primarily driven by mid-UV (MUV, 200 nm < λ <
300 nm) photons and can additionally be driven by near-UV
(NUV, 300 nm < λ < 440 nm) and visible (∼440–800 nm)
photons (Sander et al. 2006). Because the sources and sinks
of ozone drive the amount of O3 in an atmosphere, both FUV
(O3 production) and MUV–NUV-visible radiation (O3 destruc-
tion) will have a significant impact on O3 concentrations. FUV
photons are primarily produced by processes that correlate
with stellar activity (Pace & Pasquini 2004), and MUV–NUV-
visible photons are primarily generated from a star’s blackbody
radiation.

By definition, planets that are in the habitable zones of cooler
stars absorb similar total amounts of energy as planets in the
habitable zones of Sun-like stars (Kopparapu et al. 2013), but the
wavelength distribution of that energy will be different. Cooler-
type stars such as main-sequence M stars (M dwarfs) produce
relatively less NUV radiation than the Sun but can produce
comparable amounts of, or in some cases more, FUV radiation
(Walkowicz et al. 2008; France et al. 2012, 2013). Hotter-type
stars such as main-sequence F stars have more radiation across
the UV than the Sun, but this increase is more prevalent in the
FUV. As a result, the FUV contributions to the stellar energy
distributions of both M- and F-type stars can be much higher that
that of the Sun, and planets in the habitable zones of these stars
can accumulate greater amounts of atmospheric O2 and O3. This
has been demonstrated for biologically mediated, oxygenated
atmospheres similar to modern Earth (Selsis et al. 2002; Segura
et al. 2003, 2005, 2010; Rugheimer et al. 2013). However, the
most likely atmospheric composition for rocky habitable planets
is CO2, H2, and N2 (e.g., Zahnle et al. 2010; Seager & Deming
2010). Selsis et al. (2002) were the first to study the potential
for O2 and O3 to accumulate on planets devoid of life, but their
work did not properly account for sinks of these gases (Segura
et al. 2003). Tian et al. (2014) found a similar result using
the spectrum of the M dwarf GJ 876. Neither of those studies
systematically studied the effects of atmospheric composition
on the accumulation of detectable O2 and O3 or included hotter-
type stars in the study. The lack of this parameter coverage
limited the ability of these prior studies to discriminate between
false and true positives for life.

Considering a wide range of possible planetary atmospheric
compositions is critical, because sinks for O2 and O3 are
primarily controlled by the chemical context of the atmosphere
and oceans. In anoxic atmospheres, the greatest sinks for O2
and O3 are reactions with reduced radicals in the atmosphere,
such as

CH3 + O2 → H2CO + OH. (R6)

As the concentration of reduced species such as CH4 in-
creases in the atmosphere, so do the concentrations of radicals
such as CH3, and these should react with O2 and O3, keeping
their concentrations low. It is therefore very difficult to maintain
high levels of O2, O3, and CH4 (or other reduced gases) in the
atmosphere simultaneously. Major abiotic sources of reduced
species include volcanic outgassing of H2 and submarine pro-
duction of CH4, and their sinks are primarily determined by the
redox state of the oceans. These are ultimately controlled by
the redox state of the atmosphere and by the redox state of the
oceans. Including the effects of the redox state of the oceans
becomes critical for such simulations, and we developed a new
methodology to ensure redox balance of the atmosphere–ocean
system.
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Domagal-Goldman et al. (2014) Astrophys. J.

CO2解離
NH3解離
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The Organic Carbon Cycle
The organic carbon cycle begins with oxygenic photosyn-
thesis and converts CO2 and H2O into organic matter, 
CH2O, and O2. This process is reversed by respiration, 
carried out by both animals and plants, and by aerobic 
decay, performed by bacteria. This cycle is rapid enough 
to recycle all the atmospheric CO2 in ~10 years. But it 
is also in approximate balance, except for a small leak 
of organic matter into marine sediments. Burial of this 
organic matter forms a net source for O2 and a net sink 
for CO2. The O2 that is generated eventually reacts with 
fossil organic matter on the continents in a process termed 
oxidative weathering, and this closes off the long-term cycle.

British scientist James Lovelock suggested that the organic 
carbon cycle kept atmospheric CO2 concentrations high 
on the early Earth (Lovelock 1979). He dubbed his theory 
the Gaia hypothesis, named after the Greek goddess of 
Mother Earth. In Lovelock’s view, photosynthetic organ-
isms pull CO2 out of the atmosphere at just the right rate 
to compensate for gradually increasing solar luminosity. 
But this is unlikely to have been the case. The organic 
carbon cycle, which controls atmospheric O2, cannot also 
be the primary control on atmospheric CO2 because the 
feedbacks which regulate O2 are quite different from those 
that affect climate. Or, to say this another way, in order for 
atmospheric O2 to remain constant, organic carbon burial 
must be balanced by organic carbon weathering, so the 
net effect on atmospheric CO2 should be zero over long 
timescales. To be fair, later versions of the Gaia hypothesis 
included the effect of land plants on silicate weathering, 
which is part of the inorganic carbon cycle described below. 
Thus, most researchers would agree that life influences 
atmospheric CO2 levels, probably keeping them somewhat 
lower than they would be in its absence. But the funda-
mental control mechanism lies elsewhere (see Porder 2019 
this issue).

The Carbonate–Silicate Cycle
Today, atmospheric CO2 is (probably) primarily controlled 
by the inorganic carbon cycle, also known as the carbonate–
silicate cycle. It is inorganic because CO2 is not reduced to 
organic carbon, and so no O2 is produced. This cycle is 
depicted in FIGURE 1.

We begin with the weathering part of the cycle. 
Atmospheric CO2 dissolves in rainwater to produce 
carbonic acid (H2CO3). Carbonic acid is a weak acid but it is 
strong enough over long timescales to dissolve continental 
silicate rocks by the silicate weathering process. Carbonate 
rocks dissolve as well—indeed, they dissolve faster than 
do silicates—but this has little effect on long-term CO2 
concentrations because no net carbon exchange takes place 
between the atmosphere–ocean system and sediments. 
On short timescales, weathering of carbonates transfers 
CO2 from the atmosphere to the oceans, but that added 
carbon is eventually removed by carbonate precipitation. 
The by-products of silicate weathering include calcium and 
magnesium ions (Ca2+ and Mg2+), bicarbonate ions (HCO3

−), 
and dissolved silica (SiO2). These dissolved products are 
carried by streams and rivers down to the ocean where 
various organisms use them to make shells of calcium 
carbonate (CaCO3) or silica. Today, much of this carbonate 
precipitation is carried out by organisms that live in the 
surface ocean, such as the planktonic foraminifera. During 
the Precambrian, this function was performed primarily 
by benthic, mat-forming organisms, creating stromato-
lites. But carbonate would precipitate anyway, even on an 
abiotic planet, as the products of weathering—specifically, 
alkalinity ≅ [HCO3

−] + 2[CO3
2−]—accumulated in the ocean.

When organisms such as foraminifera die, they sink into 
the deep ocean. The deep ocean is slightly more acidic 
than the surface ocean, and so most of the carbonate redis-
solves. A portion of it is preserved, however, and forms 
carbonate sediments that coat parts of the seafloor. When 
this seafloor is subducted, some of the carbonate is scraped 
off, but some of it is carried down to great depths. There, 
the heat and pressure cause calcium and magnesium to 
recombine with silica (which by this time is the mineral 
quartz), reforming Ca/Mg silicates and releasing gaseous 
CO2. This CO2 is restored to the atmosphere by volcanism. 
Ignoring Mg, the entire cycle can be represented by the 
reaction

 CaSiO3 + CO2 ↔ CaCO3 + SiO2 (1)

Reaction (1) running to the right represents silicate weath-
ering plus carbonate deposition. Running to the left, it repre-
sents carbonate metamorphism, also referred to as silicate 
reconstitution. Written as is, with a double arrow, this 
reaction is sometimes termed the Urey equilibrium. The 

FIGURE 1 Diagram illustrating the carbonate–silicate cycle. 
The operation of the cycle is described in the text. 

CREDIT: KATERINA KOSTADINOVA
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Ophiolite

炭素循環 (carbonate-silicate cycle)

CO2の脱ガスと炭酸塩岩への固定のサイクル (時定数  年) 
太陽光度変化(  年)の影響を打ち消すように働く (Walker et al. 1981 J. Geophys. Res.)

∼ 106−7

∼ 108−9

気温上昇で風化率増大 → CO2減 
気温下降で風化率減少 → CO2増
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初期地球のメタン大気？
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温室効果ガスとしてCH4は着目されてきた (e.g., Pavlov et al. 2000)


 で有機物ヘイズ (e.g., タイタン大気) が


生成 (e.g., Trainer et al., 2006)

CH4による温暖化 or ヘイズによる寒冷化？ 

(e.g., Pavlov et al. 2001; Arney et al. 2016)

[CH4]/[CO2] ≳ 0.1

CH4由来の有機物ヘイズに覆われた地球 
‘Pale Orange Dot’ (Arney et al. 2016)



(弱)還元的な太古代大気と大酸化イベント
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海部他編『宇宙生命論』
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太古代大気はO2に乏しい 
24億年前にO2濃度が2-3桁上昇する大酸化イベント (光合成O2の蓄積)



全球凍結(スノーボール・アース)
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海部他編『宇宙生命論』

赤道域まで氷河に覆われる全球凍結を複数回経験 
全球凍結から回復するためには、 
継続的な温室効果ガスの供給(CO2脱ガス)が必要 
全球凍結状態になる原因は未解明 
24億年前の大酸化イベントと同時期に全球凍結 
→ 還元的な温室効果ガスが酸化で失われた？

青線：全球凍結 
黄線：氷河時代



地球気候の多重平衡解
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回復できると考えた．すなわち，全球凍結の間も火山
活動を通じてCO2は常に大気に供給されるが，大陸の
化学風化や生物による光合成活動による除去が起こら
ないため，CO2が大気中に蓄積する．これは，図5の
全球凍結解（氷線の末端の緯度が0）上で右方向に動く
ことに相当する．やがて，大量に蓄積したCO2の温室
効果によって，全球凍結状態から抜けだす．このとき，
アイスアルベド・フィードバックが機能するため，一
気に超温室状態（全球平均気温～60 ℃）へと気候ジャ
ンプが起こる．このようなプロセスを経て，地球は温
暖な状態に戻りうるというのである[58, 59]．
　スノーボールアース仮説により，上述の地質学的な
特異性はすべて整合的に説明できる．たとえば，縞状
鉄鉱床の成因に関して，Kirschvink [52]は以下のよう
な説明を提案した．全球凍結時は，海洋の表面が氷で
覆われるために，海洋は大気とのガス交換が遮断され
て貧酸素環境となり，海底熱水系から供給される水溶
性のFe2+が蓄積する（全球凍結すると，海洋表層は厚
さ1000 mほどの厚い氷で覆われてしまうが，海底か
らの地殻熱流量のために，氷はこれ以上厚くなること
はなく，海洋深層領域のH2Oは凍らない）．やがて海
洋を覆っていた氷が溶けると，海水中のFe2+は大気
中のO2と結びついて酸化され，酸化鉄として沈殿す
る（図6）．キャップカーボネートの成因も同じように

解釈できる．全球凍結中に大気中に蓄積した大量の
CO2は，融解後の超温暖状態において大陸の風化反応
を促進する結果，大量の陽イオンとともにHCO3-イオ
ンとして海洋に供給される．これらのイオンが海水中
で反応し，大量の炭酸塩の沈殿が起こる[54]（図6）．
さらに，全球凍結状態では，海洋表層水はすべて凍結
するため，光合成生物は大きなダメージを被ったであ
ろうことから，キャップカーボネート中の炭素同位体
比に光合成の影響がみられなくなることも自然である
[54]．
　以上のように原生代後期の氷河時代に関する一連の
特異な地質記録が整合的に説明できることから，スノ
ーボールアース仮説は広く受け入れられるようになっ
た．また，原生代後期（約7～6.5億年前）だけでなく，
原生代前期（約22億年前）においても低緯度氷床が存
在していた地質的証拠が発見され，より古い時代にお
いても地球が全球凍結状態に陥っていたらしいことが
明らかになってきた[53, 55]．
　全球凍結期の地球表層環境とそこからの脱出メカニ
ズムについては上述のようなシナリオが描かれている
が，全球凍結の発生メカニズムについては，さまざま
な可能性が示唆されてはいるものの，未だ決定的な説
はない[例えば60]．Hoffmanら[54, 55]は，約6.5億年
前の全球凍結イベントであるマリノアン氷河時代前後
の炭酸塩岩の炭素同位体比を分析し，興味深い挙動を
発見した．それは，炭素同位体比（δ13C値）が，全球
凍結に陥る直前に非常に高い値（約+10 ‰）から低い
値（約－6‰）へ急激に低下するということである（図
7）．全球凍結前の非常に高い炭素同位体比は，活発な
光合成活動の結果として有機炭素の埋没率が増加した
ことを示唆する．一方，炭素同位体比の低下の解釈は
難しい．Hoffmanら[54]は，全球凍結直前に寒冷化の
ために生物活動が衰退した可能性について言及してい
る．しかし，生物活動が停止すると光合成による有機
物への炭素固定が働かなくなり，結果としてCO2が大
気中に蓄積する．その結果，CO2の温室効果が増加し
て，全球凍結には陥りにくくなるという問題点がある．
　Schragら[61]は，この炭素同位体比の低下の原因を，
メタンハイドレートの分解と関連付けている．メタン
ハイドレートに含まれるCH4は，主としてメタン生成
菌によって生成される過程で非常に低い炭素同位体比
（～－70‰）を持つ．このメタンハイドレートが分解
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図5：	地球が取り得る気候状態（大気中のCO2レベルと氷床末端

緯度）．実線は数学的な安定解，破線は不安定解．現在の

太陽光度を仮定し，与えた氷床末端緯度を実現するCO2レ

ベルを南北一次元エネルギー収支モデルを用いて計算した

もの．同じCO2レベルでも惑星アルベドの違いに応じて複

数の解が存在する条件があることに注意．全球凍結状態に

陥っても大気CO2の蓄積に伴って無凍結状態へ気候ジャン

プが起こる（図は[59，60]に基づく）．
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門屋他 (2012) 日本惑星科学会誌, Vol. 21, No. 3.

アルベド(反射率)が高く寒冷な全球凍結状態は安定解 
何らかの要因によって温室効果が低下すると全球凍結 
再び温室効果ガスが蓄積すると温暖な解に移る
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4.3 火星史



クレーター年代
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188 HARTMANN AND NEUKUM

Figure 14. Mars cratering chronology model based on work in the present paper, using Tanaka’s
(1986) definition of stratigraphy based on crater densities at D > 1 km (plus our rediscussion of
the definition of Lower Amazonian), and Ivanov’s (2001) derivation of isochrons from Neukum and
Hartmann data. The solid lines give model ages based primarily on the Ivanov-Neukum isochrons
combined with the Neukum equation for time dependence of cratering (with essentially constant
cratering rate after 3 Gyr ago). The left curve (older ages) is from Neukum data, the right curve
(younger ages) from Hartmann. The diagram shows why uncertainties are greatest in mid-Martian
histories. The model ages assume Rbolide = 2.0. Model ages younger than ∼3.0 Gyr are proportional
to 1/Rcrater (which is roughly proportional to 1/Rbolide) and thus an additional uncertainty enters for
those younger ages.

system because the present cratering rate is best known, and because earlier dates
crowd around 3.5 − 4.1 Gyr because of the high cratering rate at that time. To esti-
mate ages in the Tanaka system we start with the Tanaka crater density definitions
(taking into account the above discussion of the Early Amazonian beginning) and
then combine these data with the Neukum equation for crater density as a function
of time (Neukum et al., 2001, Equation 5). We find the following results.

1. The entire Noachian Period lies before 3.5 to 3.7 Gyr ago according to both
sets of isochrons. This appears to be a fairly robust result. Note that Stöffler and
Ryder (2001) re-evaluated the ages of lunar basin impacts (placing all of them
essentially between 3.7 and 3.9 Gyr ago. As a result their Figure 11 implies that
the curve in our Figure 14 turns up much more steeply at about 4.0 Gyr than we
show. We regard their age intepretations as intriguing but still unproven. In any
case, they do not strongly affect our result, because the upturn is essentially
within the Early Noachian. Indeed, a stronger upturn would even more tightly
constrain early ages on Mars (Figure 14), because all N(1) crater densities
higher than ∼0.005 would be forced into the age range of ∼3.7 − 4.1 Gyr.
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月データから構築された火星のクレーター密度-年代モデル

Harmann & Neukum (2001) Space Sci. Rev.

火星：直接的な表面物質の年代測定がない 
(Curiosity着陸地点のみ; Farley et al. 2014) 
↔ 月：Apollo 試料の年代測定 

→ 月と火星への天体衝突頻度比にもとづいて 
　 火星のクレーター密度-年代モデルを作成
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combination of cooling of the core and
growth of a solid inner core (13). The core
formation process likely imparted sufficient
internal energy to superheat the molten core
by several hundred degrees and to initiate a
dynamo in the earliest Noachian (13, 52).
Arguments favoring a dynamo that was ac-
tive in the Early Noachian but had ceased by
Late Noachian or Early Hesperian include
the pronounced concentration of regions of
high magnetization in Noachian terrain
(15, 48, 49), a lack of correlation of mag-
netic anomalies with Hesperian or younger
volcanic units or impact structures, and the
observation of magnetic carriers within
carbonates formed 3.9 Ga or earlier in
martian meteorite ALH84001 (53). Sever-
al hypotheses can account for termination
of the dynamo action, including loss of
core heat (52), rapid solidification of most
of the core (13), and a change in the
efficiency of mantle convection to transport
heat lost from the core (54). That some
portion of the core is presently fluid, on the
basis of the response of Mars to solar tides
(55), provides a limit to core thermal history
models but does not distinguish among these
proposals.

The processes responsible for the ob-
served magnetization of the crust are un-
certain. The amplitude of the strongest
magnetic anomalies implies that the specific
magnetization in such areas is comparable to
or greater than the highest common values
in Earth’s crust and that the vertical extent of
coherent magnetization is several tens of
kilometers (48, 56, 57). The elongated shape
of some magnetic anomalies has led to the
suggestion that magnetization in such regions
was acquired during crustal spreading (48) or
during the cooling of long dike swarms (58).
Hydrothermal metamorphism has been
postulated as a source of magnetization
(59), and hydrothermal activity has been
invoked to account for an apparent spatial
correlation (60) between high magnetization
and water-carved valley networks (61).

If large portions of the Early Noachian
crust of the northern hemisphere were once
magnetized as strongly as the areas of large-
amplitude anomalies in the southern uplands,
then some process must have weakened the
magnetization. Burial by sediments and
postdynamo lavas can reduce the anomaly
magnitudes, but the preservation of topo-
graphic signatures of Early Noachian impact
features limits the thickness of superposed
younger sedimentary and volcanic material to
1 to 2 km, except in the central regions of
the largest impact basins (38). Given such a
limit, as long as the thickness of magnetized
material beneath the northern lowlands was
originally comparable to that in the areas
of strongest magnetic anomalies, Noachian
magnetization at wavelengths seen in the

southern highlands should be detectable by
orbiting spacecraft. Reheating by postdynamo
volcanism and intrusion is probably also only
a small contributor, because cooling of thin
flows occurs rapidly without deep penetra-
tion of heat, and intrusions are unlikely to
have demagnetized the crust on vertical
scales comparable to the thickness of coher-
ent magnetization (62).

Formation of Tharsis
By the end of the Middle Noachian at
È3.8 Ga (4), much of the magmatism and
associated deformation of the crust and litho-
sphere on Mars had become focused within
the Tharsis province, a generally elevated
(Fig. 1B) area occupying È25% of the
surface (63, 64). Tharsis likely originated as
a center of concentrated activity after the
establishment of the hemispheric difference

in crustal thickness (Fig. 1C), on the basis of
the age and global extent of the dichotomy
and the indication from magnetic anomalies
(Fig. 1D) that Tharsis volcanic units were
emplaced on older magnetized crust (62).
Patterns of uplift and volcanism in Syria
Planum (Fig. 3A) and Thaumasia (65),
layered deposits at least 8 km thick in the
walls of Valles Marineris interpreted to be
solidified magma (66), and evidence from
gravity-topography relations for widespread
crustal underplating (34) in the region are
consistent with heating and melt generation
across a broad zone of the mantle beneath
Tharsis. The erupted and intruded magmatic
material grew to exert a large downward
load on the lithosphere. Comparison of
models of lithospheric strain with observed
deformational features suggests that by Late
Noachian, the lithospheric load at Tharsis

Fig. 1. (A) Map of martian surface units grouped on the basis of age (1–3). Units
transitional between Noachian and Hesperian and between Hesperian and Amazonian
have been included in the younger of the two epochs. Areas in white are impact craters
and their ejecta deposits. (B) Topographic map of Mars (32, 33) with major regions
noted. On facing page: (C) Crustal thickness on Mars (32) for a density contrast at the
crust-mantle boundary of 600 kg/m3. (D) Radial component of the magnetic field
arising from crustal magnetic anomalies on Mars (105) at an altitude of 400 T 30 km.
(E) The eight largest closed drainage basins on Mars, deduced from current topography
and distinguished by color (102); boundaries are equivalent to continental divides on
Earth. Arrows denote overflow points for each basin. All maps are in Mollweide
projection, with 180- longitude at the central meridian.
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ノアキアン 42 - (37-35) 億年前

ヘスペリアン (37-35) - (33-29) 億年前

アマゾニアン (33-29) 億年前 - 現在

Solomon et al. (2005) Nature

古い地殻が全球的に残っている 
cf.) 地球：海洋地殻~1億年，大陸地殻~20億年 

南半球が古く，北半球が新しい
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プレ・ノアキアン ノアキアン ヘスペリアン アマゾニアン

42億年前 37-35億年前 33-29億年前

ダイナモ磁場

記録なし

バレー・ネットワーク

アウトフロー・チャネル

火山活動
Ehlmann et al. (2016) J. Geophys. Res. Planets にもとづく

時間
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Figure 2 | Topography, geology and distribution of valleys and deltas onMars. a, Topography of Mars with superimposed deltas connected to the
northern plains (red squares) and in closed basins (green triangles and blue diamonds, see the Methods section). Some of the 52 deposits are located too
close to each other and thus overlap at this map scale (see Supplementary Table S1 for the complete list of deposits); the white contour indicates the
equipotential surface S . b, Martian valley networks (black lines)8 in relation to the three main geological epochs30,31 (main craters in yellow). c, Elevation
of the deltas as a function of longitude and the equipotential surface S (red line) inferred by considering only open deltas (S0, red dashed line, indicates the
mean highstand level of all of the 52 deltas); the error bars indicate the maximum water excursion for each delta. The grey dots represent elevation values
extracted from the ‘Arabia shoreline’4 and the black dashed line the linear trendline of these values.
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urfacing effects after most of the valleys formed some 3.5 Ga
ago or more, as discussed by Irwin and Howard [2002],
Craddock and Howard [2002], and Hoke and Hynek [2009].
From these observations, we conclude that our new global
map on the basis of THEMIS daytime IR and MOLA data
represents most of the valleys on Mars. Certainly, there are
local exceptions such as those noted byMangold et al. [2004,
2008]. Although more detailed local to regional analyses may
supersede our mapping, this work likely represents the global
standard until higher‐resolution global imagery is obtained.
[10] The valleys were manually mapped using similar

determining characteristics to those of Carr [1995] for direct
comparison (i.e., sublinear, erosional channels that form
branching networks, slightly increasing in size downstream
and dividing into smaller branches upslope). Valleys are
typically hundreds of meters to 20 km wide and up to a few
hundreds of meters deep. We mapped valleys as vector‐
based lines within the ArcGIS software, which were iden-
tified in THEMIS daytime IR (231 m/pixel), MOC wide
angle (231 m/pixel), and Viking images (tens to hundreds of
meters/pixel; generally ∼250 m/pixel), plus topographic data
from MOLA (∼500 m/pixel). At low latitudes, we used an
equidistant cylindrical projection, and at mid to high lati-
tudes, we used sinusoidal and polar stereographic projections,
respectively, to represent and analyze the data. Topographic
troughs that had a visual indication of valleys formed by
fluvial processes were traced, and adjoining ones were
connected into networks. A confidence factor was included
for each valley segment that denoted the likelihood of the
trough being formed by fluvial processes, on a scale of 1 to
3. Number and total length of valley segments plus other
network properties (e.g., stream order) were computed
within the geographic information system (GIS). We then
used the GIS software for the morphometric, topological,
comparative, and statistical analyses discussed in the next
paragraphs.

[11] Our approach of manual mapping of valleys is a
tedious and somewhat subjective process that can be influ-
enced by albedo variations and image quality. This is par-
tially abated by using the THEMIS daytime IR mosaic and
MOLA data as our primary bases for mapping, which pro-
vide uniform resolution and lighting conditions. While a
number of automated routines to globally map valleys have
been attempted with MOLA gridded data and other products
[e.g., Molloy and Stepinski et al., 2007; Luo and Stepinski,
2009], these have even greater limitations. Particularly,
some of these use the D8 algorithm to determine downhill
direction in the MOLA data and thus map out valleys [e.g.,
Stepinski and Collier, 2004]. However, the resolution of the
MOLA data is too coarse to resolve many of the smaller
features. The size of the smallest valley the algorithm can
detect is limited by the resolution and completeness of the
gridded MOLA data at a given latitude. At the equator, one
MOLA pixel is ∼500 m on a side. The smallest valley that
can be reliably resolved is ∼3 km wide (6 pixels). However,
this assumes that there is complete coverage. Because of the
orbit of the Mars Global Surveyor, approximately 60% of
the pixels in the MOLA gridded data at the equator are
interpolated, which often eliminate the signature of a few‐
kilometer‐wide valley. Indeed, Molloy and Stepinski [2007]
found that their MOLA‐based algorithm identified on aver-
age 69% of the valleys they could manually identify in
THEMIS images. Missing ∼1/3 of the valleys, particularly all
the smaller ones, results in an incomplete picture of fluvial
processes on Mars. Further, MOLA data have higher spatial
resolution and more complete coverage toward the poles, and
this would bias the geographic detection of valleys.
[12] Recently, Luo and Stepinski [2009] created the most

complete global map of Martian valley networks using an
automated routine and MOLA gridded data. Valleys were
mapped by delineating troughs detected in the MOLA data
and then manual editing of this map to remove spurious

Figure 2. Comparisons of Luo and Stepinski’s [2009] (orange) automated detection of valleys versus
this study (blue), with manual mapping in THEMIS daytime IR and MOLA data. More valleys were
detected in this study, particularly the smaller tributaries, and this is likely a factor of the coarser data used
in the automated detection method. (a) Apollinaris Patera (roughly centered at 175°E, 9°S). (b) Valleys
around 48°E and 9°N.
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ノアキアンに多く存在 
積算  の水の流れによって形成 (Kite et al. 2019, Space Sci. Rev.)> 105 yr
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into layered, icy terrain to produce shallow crater floors
without post-impact modification (Senft and Stewart,
2008). Whatever process produced shallow crater floors,
it shut down around the end of the Noachian because
younger craters are systematically deeper. The global dis-
tribution of crater depth to diameter ratios is bimodal,
reflecting this transition (Robbins and Hynek, 2012).

Some of the younger, deeper-floored craters have
alluvial fans (Moore and Howard, 2005), but these fans

are post-Noachian (Grant and Wilson, 2011; Kraal et al.,
2008; Mangold et al., 2012).

Outflow channels. A system of enormous channels,
which formed during the Hesperian to early Amazonian, is
another class of features indicating fluid flow. The dimen-
sions of outflow channels dwarf the valley networks.
Channels are 20–100 km in width, up to ~1000 km in
length, and as much as several km deep (Fig. 12.12). The
source of the outflow channels are areas of chaotic terrain,
which are places where the ground collapsed and broke
(Carr, 2006; Sharp, 1973), mainly within !20" latitude
and on the periphery of volcanic provinces such as Tharsis
and Elysium. Most outflow channels drain into the north-
ern plains. The dominant view is that the channels formed
when groundwater was expelled from areas of chaos
(Baker, 2006; Baker et al., 2015).

Some estimates of the total amount of water needed
to produce all the channels on Mars are equivalent
to a global ocean several hundreds of meters deep
(Table 12.5). The idea that floodwaters pooled provides
the motivation for suggesting that an ocean existed in the
northern lowlands during the late Hesperian, which is the
cratering age of the channels (Kreslavsky and Head,
2002). However, some discharge rate estimates involve
smaller amounts of water in events spread over time
(Kleinhans, 2005; Williams et al., 2000), with no single
event big enough to fill the northern plains. The peak
discharge rate required to form the largest channel system,
Kasei Valles, which extends 3000 km from a source in
Echus Chasma, is comparable to that of the most studied
terrestrial analog, the channeled scablands of eastern
Washington State, USA (Williams et al., 2000). The
terrestrial channels formed when floodwaters were
released from Lake Missoula at the end of the last ice

Figure 12.11 The heavily eroded rim of 456 km diameter Huygens
Crater and smaller craters above the rim. Valley networks are
imposed on the high ground and drain into local topographic
depressions. The image is centered at 14" S, 61" E, north upwards,
with scale bar = 20 km. (High Resolution Stereo Camera image, from
Mars Express. (Courtesy of ESA/DLR/FU Berlin (G. Neukum).)

Figure 12.12 The outflow channel Ravi
Vallis (0.5" S, 318" E), north upwards.
The image is a mosaic of infrared frames
from the Thermal Emission Imaging
System on NASA’s Mars Odyssey orbiter.
The scene is 237 # 415 km. At the west-
ern end of the channel is the source
region for the channel, Aromatum Chaos
in a 90-km long depression. On the east-
ern end, the channel drops into Hydrao-
ates Chaos, which connects to further
channels that terminate in the northern
plains. (Courtesy: NASA/JPL/ASU.)

12.4 Evidence for Past Climate Change and Different Atmospheres
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アウトフロー・チャネルの例

≃ 400 km

ヘスペリアン ~ 初期アマゾニアン 

大規模(幅:  ，長さ: ) 

大量の水が短期間に削った 

地下水の湧き出し？ (Baker, 2006; Baker et al., 2015)

20 − 100 km 1000 km
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真空紫外線で撮像された地球 (100-200 nm) 

地球を取り囲んで広がる水素が
太陽光 (Lyman-α) を散乱

海水起源の水素が流出(大気散逸)している

Rairden et al. (1986)



火星の大気散逸
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探査機MAVENによる火星の散逸大気観測 (credit: Univ. Corlado, NASA)



火星の地下水(氷)
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Exposed subsurface ice sheets in the
Martian mid-latitudes
Colin M. Dundas,1* Ali M. Bramson,2 Lujendra Ojha,3 James J. Wray,4

Michael T. Mellon,5 Shane Byrne,2 Alfred S. McEwen,2 Nathaniel E. Putzig,6

Donna Viola,2 Sarah Sutton,2 Erin Clark,2 John W. Holt7

Thick deposits cover broad regions of the Martian mid-latitudes with a smooth mantle; erosion
in these regions creates scarps that expose the internal structure of the mantle.We
investigated eight of these locations and found that they expose deposits of water ice that
can be >100 meters thick, extending downward from depths as shallow as 1 to 2 meters below
the surface.The scarps are actively retreating because of sublimation of the exposed water
ice.The ice deposits likely originated as snowfall during Mars’ high-obliquity periods and have
now compacted into massive, fractured, and layered ice.We expect the vertical structure of
Martian ice-rich deposits to preserve a record of ice deposition and past climate.

O
ne-third of the Martian surface contains
shallow ground ice. This ice is a critical
target for science and exploration: it affects
modern geomorphology, is expected to pre-
serve a record of climate history, influences

the planet’s habitability, and may be a potential
resource for future exploration. The extent of
Martian ground ice and the depth to the ice table
have been predicted in theory (1–3) and have
been tested both in situ (4) and from orbital ob-
servations (5–11). However, the vertical structure
of subsurface ice remains poorly known, includ-
ing its layering, thickness, and purity, which
record its emplacement and subsequent modifi-
cation processes. Information about the structure,
depth, and purity of shallow ice is also required to
plan possible in situ resource utilization (ISRU) on
future missions (12).
Early theoretical predictions suggested that

Martian subsurface ice would be ice-cemented
ground (2). Orbital neutron-spectrometer data
have revealed ice contents greater than the likely
pore space volume in the upper few centimeters
of the ice table in many locations (5–7). Shallow
ice (<1 to 2 m) exposed by fresh impacts remains
distinct formonths or years, also indicating a low
rock or dust content, although possibly modified
by the impact process (9, 10, 13). The Phoenix
lander on the northern plains uncovered both ice-
cemented regolith and deposits of pure (~99 vol-

ume %) ice (4, 14) at a few centimeters depth.
The ice at that site likely extends to 9 to 66 m
depth on the basis of shallow radar reflections
(15), but geomorphic interpretations suggest that
ice-cemented ground is dominant there (16).
However, ice-loss landforms indicate that several
regions on Mars have high ice volume fractions
extending through substantial subsurface depths
(17, 18), and radar echo power data have sug-
gested high ice contents beneath areas of the
northern plains (8). Subsurface radar reflections
indicate the presence of debris-covered glaciers
(19, 20) as well as buried regional ice sheets in
theUtopia and Arcadia Planitiae regions that are
up to 170 m thick and nearly pure ice (21, 22).
Because the radar did not resolve the top of the
ice, it is likely to be within ~20 m of the surface,
the limit of the radar instrument’s ability to iden-

tify shallow signals (15). The smaller-scale structure
of the ice sheets and rocky cover are unresolvable
with current radar data. It remains unknown
whether the ice within a few meters of the sur-
face has the same origin and age as the deeper
ice because the upper ice is most readily modi-
fied and best coupled to the recent climate.
We describe observations of the vertical struc-

ture of ground ice using the Mars Reconnaissance
Orbiter (MRO). The observations target eight loca-
tions that have steep, pole-facing scarps created by
erosion (Figs. 1 and 2 and figs. S1 to S3) in images
from the High-Resolution Imaging Science Exper-
iment (HiRISE); seven are located in the southern
hemisphere, and the eighth location is a cluster of
scarps in Milankovič Crater in the north (table S1).
Each of the scarps is relatively blue (comparedwith
surrounding terrain) in enhanced-color HiRISE
images, and three locations havewater-ice signa-
tures in mid-summer spectral data (Fig. 3 and
figs. S4 and S5) taken by MRO’s Compact Recon-
naissance ImagingSpectrometer forMars (CRISM)
(23). CRISM spectra show an H2O ice absorption
feature at 1-mm wavelength (fig. S6), which can
bemasked by as little as 1% soil (14). Tens of micro-
meters of dust are needed tomake an opaque cover
(24), so the dust content is low and/or wind re-
moves dust.
Several lines of evidence indicate that the scarps

are exposures of subsurface ice rather than per-
sistent seasonal frost. First, they remain distinct
from the surrounding terrain in color in allHiRISE
images, including many observations acquired
long after seasonal frost has sublimed from steep
pole-facing slopes at higher latitudes. Second,Mars
Odyssey Thermal Emission Imaging System
(THEMIS) observations indicate late-afternoon
scarp temperatures above the likely atmospheric
frost point (23). Last, nearby pits lack relatively
blue material that would be expected for topo-
graphically controlled frost (fig. S7).
The units hosting the scarps drape the terrain,

with some meter-scale boulders on the surface
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Fig. 1. Pits with scarps exposing ice. (A and B) Scarps 1 and 2. Both (A) and (B) show HiRISE
red-filter data merged with the center color strip (23) in early-summer observations. Parallel ridges
indicate retreat of scarps (fig. S1). North is up and light is from the left in all figures.
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and few impact craters. The surface textures show
some fracturing (fig. S8), probably due to thermal
contraction. Ice is expected to be stable near 10 cm
depth under level ground at these locations (3).
The scarps are sharply defined and nearly straight,
up to ~6 km long, and face slightly east of pole-
ward. Each scarp constitutes the equatorward
side of a few-kilometer-scale pit with a rugged
and sometimes boulder-rich floor, except in
Milankovič Crater, where they are part of the
ragged edge of a smooth plateau (fig. S2). In several
cases, ridge structures parallel the scarp within
the pit and merge with cusps along the margin.
The base of the exposed ice appears to be covered
by colluvium (Fig. 2). In several cases, surface
expressions of long fractures with surrounding
depressions occur on the terrain above the scarp
(fig. S8).
Topographic data (figs. S9 and S10) for Scarp 1

(numbering is provided in table S1) indicates
that the ice exposure has a slope of ~45° (up to
55° in some locations), transitioning to a shal-
lower slope for the regolith-covered lower scarp.
We estimate the scarp-hosting material to be at
least 130 m thick after correcting for the regional
slope, although the exposed ice has≤100mof relief
because the lower slope is buried. The former value
provides a better estimate of the ice-rich thickness
if all of the relief is due to ice loss.
These scarps reveal the vertical structure of the

ice. At several locations, ice reaches close to the
top of the scarp (Fig. 2), indicating that massive
ice begins at shallow depths (≤1 m). Banded
patterns or variations in color or slope at some
sites suggest subunits within the ice. At Scarps 6
and 7, the banded patterns show unconformities
where layers cut across each other (fig. S3). The
uppermost section of the scarp at each site ap-
pears steeper and less blue than the remainder.
Like the Martian polar deposits (25), the color
and brightness of the surface may be partially
controlled by a thin coating of dust (likely a sub-
limation lag) and thus not representative of the
bulk properties. Because lags and contaminants

will reduce the visibility of ice, it is likely that
clean ice near the surface is more extensive than
the limited locations where it is exposed (Fig. 2).
At Scarp 2, a lens-shaped section of the ex-

posure lacks relatively blue coloration (Fig. 4A)
and contains a concentration of boulders. Repeat
images taken 3Mars years apart show thatmeter-
scale blocks fell from within or below this lens-
shaped section (Fig. 4, B andC), providing evidence
of active slope retreat. Because these blocks did
not disappear after they fell [unlike ice blocks
excavated by craters (10)] and originated as pro-
trusions from the icy layer, they must be rocks
that were embeddedwithin the deposit, not chunks
of ice broken off the scarp. Other sites have not
shown similar blockfalls, but mottled shifts in
tone and texture are common, and dark mark-
ings a fewmeters across appeared anddisappeared
at the base of some scarps (fig. S11).
The Shallow Radar (SHARAD) on MRO has

detected radar contacts (reflectors) that have been
interpreted as the base of ice layers in the northern
plains of Mars (15, 19–22). Similar features occur
near several of the scarps (fig. S12) but are dif-
ficult to distinguish from radar clutter caused by
local rugged topography. Candidate reflectors in
the three SHARAD tracks closest to Scarp 1 do
not appear in clutter simulations by using topo-
graphy derived from either Mars Orbiter Laser
Altimeter (MOLA) or High-Resolution Stereo
Camera (HRSC) data (23), suggesting that they
could be due to the bottom of the massive ice
layer. However, candidate reflectors near Scarp 5
have possible counterparts in the HRSC-based
clutter simulations, suggesting that they are not
subsurface features. Only these two sites have
topographic data available at suitable resolu-
tion, and given the rough terrain, we cannot
currently rule out unresolved clutter as the cause
of candidate reflectors. Nondetections may be
due to surface roughness or stratigraphic con-
tacts that are gradual or otherwise do not pro-
duce a sharp dielectric contrast on the scale of
the radar footprint.

We interpret these scarps as exposures of sub-
surface ice originating as dusty snow or frost
(26–29) and subsequently compacted and recrys-
tallized. This interpretation is consistentwith the
high ice content and the mantling appearance of
the host unit. Alternative explanations, such as
growth of ice lenses (30) or enhanced vapor dif-
fusion (31), are expected to be slow and operate
at shallow depths. They should also produce layer-
ing parallel to the ground surface, unlike the layers
at Scarps 6 and 7 (fig. S3). The latest ice deposition
could have been geologically recent because there
are few craters on the surface. The fractures and
steep slopes indicate that the ice is cohesive and
strong. The presence of banding and color varia-
tions suggest layers, possibly deposited with
changes in the proportion of ice and dust under
varying climate conditions, similar to the Martian
polar-layered deposits (25). The lens-like body of
lower ice content at Scarp 2 (Fig. 4A) may be a
buried moraine transported by ice flow because
subtle arcuate surface topography suggests gla-
cial flow at this location (fig. S13). Alternatively, it
could be a former sublimation lag; that would
require some additional process to explain the
presence of boulders, but some are found on the
surface of the mantling deposit elsewhere (23),
so this cannot be ruled out.
It is likely that the scarps are currently re-

treating owing to sublimation. Slope retreat caused
by sublimation would explain rocks falling from
Scarp 2, although the proximate cause could be
seasonal frost processes or thermal cycles. Be-
cause the boulders that fell from the scarp are
meter-scale, with a few percent of the boulders
present having fallen over an interval of 3 Mars
years, the likely retreat rate is on the order of a few
millimeters each summer (unresolvablewith remote
imagery). This estimated retreat rate indicates that
the pits may have formed over a time scale on an
order of 106 years; however, the retreat rate is
probably not constant. Ridges and bands paral-
leling the scarps may indicate former positions
(Fig. 1).
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Fig. 2. Enhanced-color transverse sections of icy scarps in late spring/
early summer. (A to F) Arrows indicate locations where relatively blue
material is particularly close to the surface. Downhill is to the bottom in (A) to

(E) (Scarps 1 to 5, respectively) and to the top in (F) (Milankovič Crater).
Banding or layering is visible in several scarps, and (E) shows a distinct
change in color as well as multiple fractures cutting the ice.
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中緯度の断崖に露出した氷 (Dundas et al. 2018) 中・低緯度の斜面に見られる流水(?)地形 (McEwen et al. 2014)

理論的には，中緯度  では地下氷が安定．過去の表層水が貯蔵されている？ 
低緯度でも春・夏に水が流れているかもしれない地形 (Recurring Slope Lineae, RSL) がある 
火星史を理解する上でも重要だが，将来の有人探査の資源としても着目されている

( > 30∘)



火星気候変動の原因は何か？
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磁場の消失にともなって非熱的散逸で大気を失った，というのが古典的描像 

しかし，そもそも純粋なCO2大気では平均気温が  を上回らない 

温室効果をサポートするもの 
CH4：初期火星では温室効果が非効率的 (前回の講義) 
H2S, SO2：温室効果は期待できるが，エアロゾルを生成して寒冷化 (Tian et al. 2014)


H2：温室効果は期待できるが，供給がないと熱的散逸で失われる 
高層雲 (Kite et al. 2021)：乾燥した火星でのみ機能 

地形・含水鉱物の記録 → 温暖な時期があった (がずっと温暖でなくてもいい) (Ehlmann et al. 2011; Kite et al. 2019)


→ 長期的には寒冷な気候で，脱ガス (SO2，H2) や水の消失 (高層雲) に伴って一時的に温暖化？ 
(e.g., Wordsworth et al. 2021)

273 K
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惑星の形成と分化 
惑星は溶融状態で誕生 
コアの分化，揮発性元素の分配 → 惑星環境の初期状態を決定 

地球史 
海の形成と炭酸塩固定 
暗い太陽のパラドックス → 炭素循環がCO2温室効果を調整．還元的なガス(CH4, H2)の寄与？ 

火星史 
水の流れた跡：バレー・ネットワーク，アウトフロー・チャネル 
火星の気候変動の要因：大気散逸？



レポート課題 (今日提出)
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惑星の表層環境を左右する要素として，どのようなものが考えられるか，そう
考える理由は何か，できるだけ多く書き出してみましょう．

(例：恒星からの距離 → 恒星から遠いほど受け取る光の量が少ないので寒冷)


